
Algebraic Number Theory

Jim Brown
(Notes by Shuai Wei)

September 18, 2023



2



Contents

1 Field Theory 1

1.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Trace, Norm and Determinant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Rings of integers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Dedekind domain 11

2.1 Fractional ideal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.2 Revisit quadratic field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.3 Extensions of Dedekind domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.4 Relative Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3 Ramification Theory 27

3.1 Galois Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.2 Ramification Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

4 Cyclotomic Extension 41

4.1 Roos of Units . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.2 Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
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Chapter 1

Field Theory

1.1 Definitions

Definition 1.1. A field F is algebraically closed if for any f ∈ F [x], f has a root in F , or
equivalently, every polynomial in F [x] splits over F .

Definition 1.2. We say an extension K/F is separable if K is algebraic over F and there exists
[K : F ] distinct embeddings (field homomorphism and F-linear) K ↪! F .

Remark. If σ : K! F is an embedding and α ∈ F is a root of f ∈ F [x], then σ(α) is a root of f
since σ is a field homomorphism and F-linear.

Example 1.3. Q(
√
2)/Q is separable since we have 2 distinct embeddings Q(

√
2) ↪! Q given by

σ1 :
√
2 7!

√
2 and σ2 :

√
2 7! −

√
2. Note that Gal(Q(

√
2)/Q) = {σ1, σ2}.

Example 1.4. The extension Q( 3
√
2)/Q is separable since we have 3 distinct embeddings Q( 3

√
2) ↪!

Q given by σ1 : 3
√
2 7! 3

√
2, σ2 : 3

√
2 7! 3

√
2ξ3 and σ3 : 3

√
2 7! 3

√
2ξ23 . Since

3
√
2ξ3,

3
√
2ξ23 ̸∈ Q( 3

√
2), we

have Aut(Q( 3
√
2)/Q) = {1} and then it is not a Galois extension.

Fact 1.5. (a) F(α)/F is separable if and only if mα has no repeated roots over F .

(b) Any extension K/F with F perfect is separable.

(c) If F ⊆ K ⊆ L, then L/F is separable if and only if L/K and K/F are separable.

(d) [F(α) : F ] = deg(mα).

Example 1.6. In Fp, f(x) = xp − a has repeated roots since f ′(x) = pxp−1 = 0 for any x ∈ Fp.
Hence Fp( p

√
aξp)/Fp is not separable.

Lemma 1.7 (Primitive element theorem). If K/F is finite and separable, then K = F(θ).

Proof. We assume that F and K are infinite. The finite case is left to the reader. It is enough to
show F(α, β) can be written as F(θ) for some θ ∈ K. Let mα and mβ be the minimal polynomial of
α and β over F . Let α1, . . . , αr be the roots of mα and β1, . . . , βs be the roots of mβ over F . Since
F is infinite, we can choose c ∈ F such that αi−α

βj−β ̸= −c for i = 1, . . . , r and j = 2, . . . , s. Hence

1



2 CHAPTER 1. FIELD THEORY

α+c(β−βj) ̸= αi for i = 1, . . . , r and j = 2, . . . , s. Let θ = α+cβ and f(x) = mα(θ−cx) ∈ F(θ)[x].
Observe f(β) = mα(θ − cβ) = mα(α) = 0, i.e., β is a root of f . Since α + c(β − βj) ̸= αi for
i = 1, . . . , r and j = 2, . . . , s, we have f(βj) = mα(θ−cβj) = mα(α+c(β−βj)) ̸= 0 for j = 2, . . . , s.
This implies f and mβ only have one root β in common by our choice of c. Let h be the minimal
polynomial of β over F(θ), then we must have h | mβ and h | f . Since K/F is separable, we have
F(β)/F is separable. Hence mβ has no repeated roots and then h(x) = u(x−β) ∈ F(θ)[x] for some
u ∈ F(θ)×. Hence β ∈ F(θ) and thus F(β) ⊆ F(θ). Since α = θ − cβ ∈ F(θ), F(α, β) ⊆ F(θ).
Also, since θ = α+ cβ ∈ F(α, β), F(θ) ⊆ F(α, β).

Example 1.8. Q(
√
2,
√
3) = Q(

√
2 +

√
3).

Proof. The point is

√
3 =

(
√
2 +

√
3) + (

√
3−

√
2)

2
=

√
2 +

√
3

2
+

1

2(
√
2 +

√
3)

∈ Q(
√
2 +

√
3).

Definition 1.9. An (algebraical) number field is a finite field extension of Q.

Example 1.10. The fields C and R are not number fields.

Fact 1.11. Since all number fields K/Q are separable, there are [K : Q] distinct embbedings
σ : K ↪! Q. Let K := Q(α) and f ∈ Q[x] the minimal polynomial of α of degree n. Then
K = Q(α) ∼= Q[x]/⟨f⟩ = Q(x + ⟨f⟩). Let γ : Q[x] ! Q[x]/⟨f⟩ be the natural projection. Then
f(x + ⟨f⟩) = f(γ(x)) = γ(f(x)) = f + ⟨f⟩ = ⟨f⟩ = 0 in K ∼= Q[x]/⟨f⟩. Since char(Q) = 0 and f
is irreducible with degree n ⩾ 2, we have f has n distinct roots α1, . . . , αn in Q. Then we get n
distinct embeddings σi : K ∼= Q[x]/⟨f⟩ ↪! Q given by x+ ⟨f⟩ 7! αi (Q(α1) ∼= · · · ∼= Q(αn)). There
can’t be more since σ(x+ ⟨f⟩) has to be a root of f for any embedding σ.

Definition 1.12. Let σ be an embedding σ : K ↪! Q. We say σ is a real embedding if σ(K) ⊆ R.
If σ(K) ⊆ C, we say σ is a complex embedding. If σ is a complex embedding, so is σ, and hence
complex embeddings come in pair. For example, σ : 3

√
2 7! 3

√
2ξ3 and σ : 3

√
2 7! 3

√
2ξ23 .

1.2 Trace, Norm and Determinant

Let L/K be a finite field extension of degree n, σ1, . . . , σn the distinct embeddings of L ↪! K and
α1, . . . , αn a basis of L/K.

Definition 1.13. Let x ∈ L ∼= Kn. For any x ∈ K, we have a K-linear transform fx : L! L given
by y 7! xy. The trace of x from L to K is the trace of this map and we denote this by TrL/K(x).
The norm of x from L to K is the determinant of this map and we denote this by NL/K(x).

Example 1.14. Let L = Q(
√
3) and K = Q. Let x = 6+ 7

√
3 and fx : Q(

√
3)! Q(

√
3). Let B =

{1,
√
3}. Then [fx]B =

[
6 21
7 6

]
. Hence TrQ(

√
3)/Q(6 + 7

√
3) = 12 and NQ(

√
3)/Q(6 + 7

√
3) = −111.

Definition 1.15. Let cx(t) be the characteristic polynomial of fx : L! L. Write

cx(t) = det(tIn −Afx) = tn − a1t
n−1 + · · ·+ (−1)nan ∈ K[t].

Then TrL/K(x) = a1 and NL/K(x) = an and so

cx(t) = det(tIn −Afx) = tn − TrL/K(x)t
n−1 + · · ·+ (−1)n NL/K(x) ∈ K[t].
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Remark. Note that fx1+x2 = fx1 + fx2 and fx1x2 = fx1fx2 .

Theorem 1.16. Let σ : L ↪! K vary over the n distinct K-embeddings of L into K. Fix x ∈ L,
then cx(t) =

∏
σ(t− σ(x)), TrL/K(x) =

∑
σ σ(x) and NL/K(x) =

∏
σ σ(x).

Proof. It is enough to show cx(t) =
∏

σ(t − σ(x)). Note K ⊆ K(x) ⊆ L. Write mx(t) =
tm + a1t

m−1 + · · · + am, with m = [K(x) : K]. We claim that cx(t) = (mx(t))
d with d =

[L : K(x)] = [L:K]
[K(x):K] = n

m . We have B = {1, x, . . . , xm−1} is a basis for K(x)/K. Since

0 = mx(x) = xm + a1x
m−1 + · · · + am, we have x · xm−1 = xm = −am − am−1x − · · · − a1x

m−1.

Hence [fx]B =


0 0 · · · 0 −am
1 0 · · · 0 −am−1

0 1 · · · 0 −am−2

...
...

...
...

0 0 · · · 1 −a1

, which is the companion matrix Afx of mx. Hence

the characteristic function of fx|K(x) : K(x) ! K(x) is mx. Let {α1, . . . , αd} be a basis of
L/K(x). Then C = {α1, α1x, . . . , α1x

m−1, . . . , αd, αdx, . . . , αdx
m−1} is a basis for L/K. Hence

[fx]C =


Afx 0 · · · 0
0 Afx · · · 0
...

...
...

0 0 · · · Afx

. Hence the characteristic polynomial of fx : L ! L is cx = md
x.

Since L/K is separable and x ∈ L, K(x)/K is separable and then mx has m distinct roots
x1, . . . , xm ∈ K. For i = 1, . . . ,m define an emebedding σi : K(x) ↪! K given by x 7! xi, we
then lift σi to σ′

i : L ! K with σ′|K(x) = σ and the number of liftings is [L : K(x)] = d. Then

mx(t) =
∏m

i=1(t − σi(x)) and σi’s are all the n embeddings L ↪! K. For σ, τ ∈ HomK(L,K) 1-1,
define an equivalent relation σ ∼ τ if and only if σ(x) = τ(x). Then

cx(t) = mx(t)
d =

m∏
j=1

(t− σj(x))
d =

m∏
j=1

∏
σ∼σj

(t− σ(x)) =
∏
σ

(t− σ(x)).

Corollary 1.17. TrL/K : L! K and NL/K : L× ! K× are K-linear transforms.

Corollary 1.18. Let x ∈ L then x | NL/K(x).

Proof. Note that the identity map belongs to the K-embeddings of L.

Corollary 1.19. Let L/K be Galois. If x ∈ L, then Tr(x) ∈ K.

Proof. Let τ ∈ Gal(L/K), then since {σ | σ is an embedding L ↪! K} is a finite group,

τ(TrL/K(x)) = τ

(∑
σ

σ(x)

)
=
∑
σ

τ(σ(x)) =
∑
σ

σ(x) = TrL/K(x).

Since the fixed field of Gal(L/K) is K, we have TrL/K(x) ∈ K.

Corollary 1.20. If K(α)/K is separable and x ∈ K(α)∖K, then cx = mx.
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Example 1.21. Consider L = Q(
√
d) and K = Q, where d is square free. For x = a + b

√
d with

a, b ∈ Z,

TrL/K(a+ b
√
d) = σ1(a+ b

√
d) + σ2(a+ b

√
d) = a+ b

√
d+ a− b

√
d = 2a

and

NL/K(a+ b
√
d) = σ1(a+ b

√
d)σ2(a+ b

√
d) = (a+ b

√
d)(a− b

√
d) = a2 − db2.

Corollary 1.22. Let F ⊆ K ⊆ L be a tower of finite field extension. Then TrK/F ◦TrL/K = TrL/F
and NK/F ◦NL/K = NL/F .

Definition 1.23. The determinant of {α1, . . . , αn} is defined as

d(α1, . . . , αn) = (det(σi(αj)))
2
.

Example 1.24. Let K = Q(
√
3), F = Q and σ1, σ2 distinct embeddings with σ1 = 1 . Let

B = {1,
√
3}, then σ1(1) = 1, σ1(

√
3) =

√
3, σ2(1) = 1, σ2(

√
3) = −

√
3, m√

3(x) = x2 − 3,

disc(m√
3) = 12, and d(1,

√
3) = det

[
1

√
3

1 −
√
3

]2
= 12.

Fact 1.25.

TrL/K(αiαj) =

n∑
k=1

σk(αiαj) =

n∑
k=1

σk(αi)σk(αj).

Theorem 1.26. The matrix
(
TrL/K(αiαj)

)
is the product of the matrix t (σk(αi)) and (σk(αi)).

This gives d(α1, . . . , αn) = det
(
(TrL/K(αiαj))

)
.

Proof. It follows from TrL/K(αiαj) =
∑n

k=1 σk(αiαj) =
∑n

k=1 σk(αi)σk(αj).

Remark. More generally, let B ⊇ A be rings, and assume B ∼= An, i.e., B is a free A-module of
dimension n. Let β1, . . . , βm be elements of B. We define their discriminant to be

d(β1, . . . , βm) = det
(
(TrB/A(βiβj))

)
.

Example 1.27. Let L = Q(ξ3) and K = Q. Then

d(1, ξ3) = det

[
Tr(1) Tr(ξ3)
Tr(ξ3) Tr(ξ23)

]
=

[
2 ξ3 + ξ23

ξ3 + ξ23 Tr(−1− ξ3)

]
=

[
2 −1
−1 −2− (−1)

]
= −3.

Definition 1.28. Define ψ : L × L ! K by (x, y) 7! TrL/K(xy), which is a (non-degenerate)
symmetric bilinear form on L regarded as a vector space over K, and the discriminant of this form
is called the discriminant of L/K.

Remark. Let M ∈ Matn(K) be nonsingular and (γ1, . . . , γn) = (α1, . . . , αn)M . Then we have(
TrL/K(γiγj)

)
= tM

(
TrL/K(αiαj)

)
M . Hence d(γ1, . . . , γn) = (det(M))2d(α1, . . . , αn).

Theorem 1.29. If we have a basis of the form {1, θ, . . . , θn−1} of L/K, then d(1, θ, . . . , θn−1) =∏
i<j(θi − θj)

2, where θi = σi(θ). Then d(1, θ, . . . , θn−1) = (−1)(
n
2)
∏

i ̸=j(θi − θj).
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Proof. You may use the Vandermant matrix


1 θ1 θ21 · · · θn−1

1

1 θ2 θ22 · · · θn−1
2

...
...

...
. . .

...
1 θn θ2n · · · θn−1

n

.
Example 1.30. Let L = Q(

√
3) and K = Q. Then

d(1,
√
3) =

∏
i<j

(σi(θ)− σj(θ))
2 = (σ1(

√
3)− σ2(

√
3))2 = (

√
3− (−

√
3))2 = 12.

Lemma 1.31. Let {β1, . . . , βn} and {α1, . . . , αn} be two bases for L/K. Then d(β1, . . . , βn) =
u2d(α1, . . . , αn) for some u ∈ K×, i.e., the discriminant d(β1 · · · , βn) of a basis β1, . . . , βn of L/K
is well-defined up to multiplication by a square of a unit (nonzero square) in K.

Proof. Since 0 ̸= det(M) ∈ K given thatM is the change of basis matrix, we have det(M) ∈ K×.

Theorem 1.32. d(α1 · · ·αn) ̸= 0.

Proof. Let θ be a primitive element for L/K. We have {1, θ, . . . , θn−1} is a basis of L/K. The
correspoding bilinear form on {α1, . . . , αn} has the matrix M =

(
TrL/K(θ

i−1θj−1)
)
i=1,...,n; j=1,...,n

.

Since det(M) = d(1, θ, . . . , θn−1) =
∏

i<j(θi−θj)2 ̸= 0, where θi = σi(θ), we haveM is nonsingular.

Let {α1, . . . , αn} be any basis with correspoding matrix M ′ =
(
TrL/K(αiαj)

)
. Since det(M ′) is a

unit square multiple of det(M), we have 0 ̸= det(M ′) = d(α1, . . . , αn).

Remark. The above conclusions for the discriminant can be generalized to free modules.

Example 1.33. Let L = Q(
√
d) and K = Q, where d is square free.

(a) Let B1 = {1,
√
d}. Then d(B1) = d(1,

√
d) = det

[
Tr(1) Tr(

√
d)

Tr(
√
d) Tr(d)

]
= det

[
2 0
0 2d

]
= 4d.

(b) Let B2 =
{
1, 1+

√
d

2

}
. Similarly, d(B2) = d

(
1, 1+

√
d

2

)
= det

[
2 1
1 1+d

2

]
= d.

Note that the disciminants differ by 4 and 4 is a square in Q×.

1.3 Rings of integers

All rings in this section are nonzero commutative ring with identity. Let A ⊆ B be subrings.

Definition 1.34. We say b ∈ B is integral over A if there is a monic polynomial f ∈ A[x] such
that f(b) = 0. We say B is integral over A if each b ∈ B is integral over A.

Example 1.35. Let B = Z[i] and A = Z. Let β = a+bi ∈ Z[i] and f(x) = x2−2ax+a2+b2 ∈ Z[x].
Then f(a+ bi) = 0. This gives β is integral over Z and so Z[i] is integral over Z.

Fact 1.36. Let A ∈ Matr(R) and A∗ be the adjugate matrix. Then AA∗ = A∗A = det(A)Ir.
Hence if Av = 0 for some v = (v1, . . . , vr) ∈ Rr, then (det(A)Ir)v = 0.
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Theorem 1.37. Let A ⊆ B ⊆ C be ring extensions. If C is integral over B and B is integral over
A, then C is integral over A.

Proof. Let c ∈ C, then there exist b1, . . . , bn ∈ B such that cn + b1c
n−1 + · · · + bn = 0. Hence

c is integral over A[b1, . . . , bn] and then A[b1, . . . , bn, c] = A[b1, . . . , bn][c] is a finitely generated
A[b1, . . . , bn] module. Since B is integral over A and b1, . . . , bn ∈ B, A[b1, . . . , bn] is a finitely
generated A-module. Hence A[b1, . . . , bn, c] is a finitely generated A-module and thus c is integral
over A.

Definition 1.38. Let A ⊆ B be ring extension.

A = {b ∈ B | b is integral over A}

is a subring of B. This is the integral closure of A in B. If A = A, we say A is integrally closed in
B.

Definition 1.39. If A is an integral domain and A is integrally closed in its field of fractions Q(A),
we say A is integrally closed.

Theorem 1.40. UFDs are integrally closed.

Proof. Method 1. Let R be a UFD. Let α/β ∈ Q(R) with β ̸= 0 and gcd(α, β) = 1 be integral over
R. Then there exists n ∈ N and r1, . . . , rn ∈ Q(R) such that (α/β)

n
+ r1(α/β)

n−1 + · · ·+ rn = 0,
i.e., αn + r1αβ

n−1 + · · · + rnβ
n = 0. Hence αn ≡ 0 (mod β). Also, since gcd(α, β) = 1, β ∈ R×.

Hence α/β ∈ R.
Method 2. Let R be a UFD and b ∈ Q(R) integral over R. Then there exists monic f ∈ R[x] such

that f(b) = 0. Since R is a UFD, R[x] is a UFD. Factor f into irreducible and monic polynomials
f1 · · · fm in R[x]. Then f1(b) · · · fm(b) = f(b) = 0. Since R is an integral domain, fi(b) = 0 for
some i ∈ {1, . . . , n}. Hence x− b | fi(x). Also, since fi is irreducible, fi(x) = x− b. Since fi ∈ R[x],
b ∈ R.

Theorem 1.41. Let A be integrally closed with K := Q(A). Let L/K be a finite separable extension.
Let B be the integral closure of A inside L, i.e., B = {a ∈ L | a is integral over A}. Then B is
integrally closed in L.

Proof. Note A ⊆ K ⊆ L. Let B = {b ∈ L | b is integral over B} ⊇ B. Since B is integral on B and
B is integral over A, we have B is integral on A. Hence by definition of B and B, B ⊆ B.

Definition 1.42. Let K be a number field. The ring of integer of K, denoted OK, is the integral
closure of Z in K, i.e.,

OK = {a ∈ K | a is integral over Z}.

Remark. Let K be a number field. Since Z is integrally closed with Q(Z) = Q, we have OK is
integrally closed in K = Q(OK). Hence OK is integrally closed.

Fact 1.43. Let K be a number field. Then OK is a Z-module, K is a (finitely generated) OK-module
and Z ⊆ OK ⊆ K is a chain of Z-submodules.

Lemma 1.44. Let A be integrally closed with Q(A) = K. Let L/K be separable of degree n. Then
an element β ∈ L is integral over A if and only if mβ,K(x) has coefficients in A.
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Proof. ⇐= follows from definition.
=⇒ Assume β ∈ L is integral over A. Then there exists (monic) p(x) ∈ A[x] ⊆ K[x] such that

p(β) = 0. Hence β is algebraic over K. Then mβ,K(x) | p(x) in K[x] and so every root of mβ(x) is a
root of p(x) in K. Let {σ1, . . . , σn} be all the distinct K-embeddings L ↪! K. Since L/K is separable,
σ1(β), . . . , σn(β) ∈ K are the n distinct roots of mβ,K and then mβ,K(x) =

∏n
i=1(x−σi(β)). Since β

is integral over A, σi(β) is integral over A for i = 1, . . . , n. Hence the coefficients of mβ are integral
over A. Thus, since A is integrally closed and the coefficients are in K = Q(A), the coefficients
must lie in A.

Example 1.45. Let A = Z, K = Q and L = Q(ξp) with p prime. Then mξp(x) | xp − 1, and
actually mξp(x) = xp−1 + · · ·+ 1 ∈ Z[x].

Example 1.46. Let L = Q(i) with β = i, then mβ(x) = x2 + 1 ∈ Z[x].

Lemma 1.47. Let L/K be an extension of number fields. If β ∈ OL, then TrL/K(β),NL/K(β) ∈ OK.
In particular, if β ∈ OK, then TrK/Q(β), NK/Q(β) ∈ Z.

Proof. By definition, β is integral over Z ⊆ OK. Hence mβ,K(x) has coefficients in OK. Since
cβ(x) = md

β,K(x), where d = [L : K(β)], we have cβ has coefficients in OK. Also, since TrL/K(β)
and NL/K(β) are both coefficients in cβ , TrL/K(β),NL/K(β) ∈ OK.

Theorem 1.48. Let K be a number field and α ∈ OK. Then α ∈ O×
K if and only if NK/Q(α) = ±1.

Proof. “⇒”. Assume α ∈ O×
K. Then 1/α ∈ OK and so 1 = NK/Q(1) = NK/Q(α)NK/Q(1/α). Since

NK/Q(α),NK/Q(1/α) ∈ Z, NK/Q(α) = ±1.
“⇐”. Assume NK/Q(α) = ±1. Then since α ∈ OK, there exist an−1, . . . , a1 ∈ Z such that

mα(x) = xn + an−1x
n−1 + · · · + a1x ± 1. Hence 1/α is a root of the monic polynomial g(x) =

1 + an−1x+ · · ·+ a1x
n−1 ± xn and hence 1/α ∈ OK. Thus, α ∈ O×

K.

Example 1.49. Let K = Q(
√
2). We have

√
2 ∈ OK and Z[

√
2] ⊆ OK. Since {1,

√
2} is a basis

of Q(
√
2), we can let x + y

√
2 ∈ OK with x, y ∈ Q. Hence 2x = TrK/Q(x + y

√
2) ∈ Z. Hence

x = a/2 for some a ∈ Z. We also have x2 − 2y2 = NL/K(x + y
√
2) ∈ Z. If x ∈ Z, then 2y2 ∈ Z.

This gives y ∈ Z, and so x+ y
√
2 ∈ Z[

√
2]. Assume x ̸∈ Z. Then a is odd. Since (a/2)2 − 2y2 ∈ Z,

a2 − 8y2 ∈ 4Z and so 8y2 ∈ Z. If y = b/2 for some b ∈ Z, then a2 − 8(b/2)2 = a2 − 2b2 ∈ 4Z,
contradicted by that a is odd and a2 − 2b2 is even. Hence x+ y

√
2 ∈ Z[

√
2] and thus OK = Z[

√
2].

Theorem 1.50. Let K be a number field. Then every finitely generated OK-submodule of K is a
free Z-module of rank [K : Q]. In particular, OK ∼= Z[K:Q] as Z-module.

Proof. Let {α1, . . . , αd} be a Q-basis of K. We claim that we can choose the αi’s to lie in OK. Let
i ∈ {1, . . . , d}, let mαi

(x) = xk + ai,k−1x
k−1 + · · · + ai,0 with aij ∈ Q. Let Di ∈ Z be the least

common denominator of the coefficients of mαi
(x). Then

0 = Dk
imαi(αi) = Dk

i α
k
i +D

k
i ai,k−1α

k−1
i +· · ·+Dk

i ai,0 = (Dαi)
k+Diai,k−1(Diαi)

k−1+· · ·+Dk
i ai,0.

Hence Diαi is a root of a monic xk +Diai,k−1x
k−1 + · · · +Dk

i ai,0 ∈ Z[x]. Hence Diαi ∈ OK. Let
D = lcm(D1, . . . , Dd), then {Dα1, . . . , Dαd} ⊆ OK is a Q-basis of K.

Let OK ⊇M0 := Zα1+ · · ·+Zαd
∼= Zd. Since {α1, . . . , αd} are Q-linearly independent when K is

a Q-vector space, they are Z-linearly independent when OK is a Z-module. Also, since {α1, . . . , αn}
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is a Z-generating set for M0, M0 is a free Z-module of rank d. Hence OK contains a free Z-module
of rank d. Set ∆ = d(α1, · · · , αd). Let a ∈ OK. Then a = b1α1 + · · · + · · · + bdαd ∈ OK for
some b1, . . . , bd ∈ Q. Then ∆a ∈ ∆OK and αia = (αiα1)b1 + · · · + (αiαd)bd for i = 1, . . . , d.
Since TrK/Q is Q-linear, for i = 1, . . . , d, TrK/Q(αia) = TrK/Q(αiα1)b1 + · · · + TrK/Q(αiαd)bd, i.e.,TrK/Q(α1a)

...
TrK/Q(αda)

 =
(
TrK/Q(αiαj)

)b1...
bd

. Since αia, αiαj ∈ OK for i = 1, . . . , d and j = 1, . . . , d,

we have TrK/Q(αia),TrK/Q(αiαj) ∈ Z by Lemma 1.47 for i = 1, . . . , d and j = 1, . . . , d. Also, by

Cramer’s rule, ∆bi = det
(
(TrK/Q(αiαj))

)
bi is the determinant of the matrix

(
TrK/Q(αiαj)

)
with

ith column replaced by (b1, . . . , bd)
T for i = 1, . . . , d. Hence ∆bi ∈ Z for i = 1, . . . , d. Then

∆a = (∆b1)α1 + · · ·+ (∆bd)αd ∈ Zα1 + · · ·+ Zαd =M0.

Hence ∆OK ⊆ M0 and then ∆OK is a Z-submodule of M0 since ∆OK is a Z-module. Since Z is
a principal ideal domain, ∆OK is a free Z-module of rank at most d. Since 0 ̸= ∆ ∈ K, we have
a Z-module isomorphism ∆OK ∼= OK given by ∆x 7! x. Hence OK is a free Z-module of rank at
most d. Also, since M0 ⊆ OK is a Z-submodule, OK is a free Z-module of rank d. Then we have a
Z-module isomorphism OK ⊗Z Q ∼= Zd ⊗Z Q ∼= Qd.

Let w1, . . . , wr ∈ K such that M := OKw1 + · · · + OKwr. Then for i = 1, . . . , r, there ex-
ist γi1, . . . , γid ∈ OK and ci1, . . . , cid ∈ Q and such that wi = ci1γi1 + · · · + cidγid. Let D′ =
lcm(c11, . . . , c1d, . . . , cr1, . . . , crd). Then D′c11, . . . , D

′c1d, . . . , D
′cr1, . . . , D

′crd ∈ Z. Hence we have
D′w1, . . . , D

′wr ∈ OK and then D′M ⊆ OK and hence ∆D′M ⊆ ∆OK ⊆M0. Also, since ∆D′M is
a Z-module, we have ∆D′M is a Z-submodule ofM0. Since ∆D

′ ̸= 0, we haveM is a free Z-module
of rank at most d similarly. Also, Zd ∼= OK ∼= OKw1 ⊆ M as a Z-submodule. Hence M is a free
Z-module of rank d.

Definition 1.51. Let K be a number field, a basis {α1, . . . , αm} for OK as a Z-module is called an
integral basis (Z-basis) for K or for OK.

Remark. An ingtegral basis always exists. By Theorem 1.50, it is can be chose from a Q-basis of
K.

Definition 1.52. Let K be a number field. Define the discriminant of K to be the discriminant of
OK down to Z, i.e., given any integral basis {α1, . . . , αd},

∆(OK) = ∆(K) = ∆K = disc(K) = disc(OK) = d(α1, . . . , αd) = (det(σi(αj)))
2
.

Remark. We check the well-definedness of discriminant of K. If {α1, . . . , αr} and {β1, . . . , βr} are
two integral bases for K, then d(α1, . . . , αr) = (det(M))2d(β1, . . . , βr), where M ∈ GLr(Z) is the
change of basis. Then M is invertible. Hence det(M) ∈ Z× = {±1} and then ∆K is a well-defined
integer. In this case, the inverse is given by M−1 = det(M)−1Madj.

Theorem 1.53. Let K be a field such that char(K) = 0 and L = K(β). Let σ1, . . . , σm be the
distinct embeddings of L ↪! K. Let f be the minimal polynomial of β over K of degree m. Then

d(1, β2, . . . , βm−1) = (−1)
m(m−1)

2 NL/K(f
′(β)).
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Proof. Write f =
∏m

i=1(x− βi), where βi = σi(β). Then

d(1, β, . . . , βm−1) =
∏
i<j

(βi − βj)
2 = (−1)

m(m−1)
2

∏
i̸=j

(βi − βj)

= (−1)
m(m−1)

2

m∏
i=1

f ′(βj) = (−1)
m(m−1)

2 NL/K(f
′(β)).

Example 1.54. Let K = Q(ξ3). Then mξ3(x) = x2+x+1 = (x−ξ3)(x−ξ23) = (x−ξ3)(x−ξ3) and

we have 2 K-embeddings σ1 : ξ3 ! ξ3 and σ2 : ξ3 ! ξ3. Note d(1, ξ3) = det

[
Tr(1) Tr(ξ3)

Tr(ξ3) Tr(ξ3)

]
=

det

[
1 + 1 ξ3 + ξ3
ξ3 + ξ3 ξ3 + ξ3

]
= det

[
2 −1
−1 −1

]
= −3. Since f ′(x) = 2x + 1, (−1)

3(3−1)
2 NK/Q(2ξ3 + 1) =

−(2ξ3 + 1)(2ξ3 + 1) = −(4− 2 + 1) = −3.

Exercise 1.55. Check both for quadratic extension of Q.

Example 1.56. Let f = xn + ax+ b with a, b ∈ K be irreducible with a root β. Then ∆(K(β)) =

(−1)
n(n−1)

2 (nnbn−1 + (−1)n−1(n− 1)n−1an).

Theorem 1.57. Let M ⊆M ′ be two finitely generated OK-submodule of K. Then [M ′ :M ] is finite
and satisfies ∆(M) = [M ′ :M ]2∆(M ′).

Proof. See Abstract Algebra by Dummit and Foot or Modules over PID.

Exercise 1.58. Let M ′ = Z3 and M = (2Z)3. Work out result for this case and the general case
is essentially the same.

Theorem 1.59 (Stickleberger’s theorem). Let K be a number field, then ∆K ≡ 0, 1 (mod 4).

Proof. Let {α1, . . . , αn} be an integral basis for K and σ1, . . . , σn the distinct embeddings K ↪!

Q. Then ∆K = (det((σi(αj))))
2
=
(∑

π∈An

∏n
i=1 σi(απ(i)) −

∑
π ̸∈An

∏n
i=1 σi(απ(i))

)2
. Let P =∑

π∈An

∏n
i=1 σi(απ(i)) and N =

∑
π ̸∈An

∏n
i=1 σi(απ(i)). Then ∆K = (P −N)2. Since {σ1, . . . , σn}

is a finite group, σi{σ1, . . . , σn} = {σ1, . . . , σn} for i = 1, . . . , n. For i = 1, . . . , n, since σi(P ) =
P, σi(N) = N or σi(P ) = N, σi(N) = P , we have σi(P + N) = P + N and σi(PN) = PN .
Hence P +N,PN ∈ Q. Since αj ∈ OK and σi(αj) ∈ OK for i = 1, . . . , d and j = 1, . . . , d, we have
P+N,PN ∈ OK. Then P+N,PN ∈ Q∩OK = Z and so ∆K = (P−N)2 = (P+N)2−4PN ∈ Z.

Example 1.60. Let K = Q(
√
d) with d square free.

(a) Let d ≡ 2, 3 (mod 4). Let B = {1,
√
d} be a basis of Z[

√
d]. Then 4d = ∆(Z[

√
d]) = [OK :

Z[
√
d]]2∆(OK). Since d is square free, we have [OK : Z[

√
d]] = 2 and ∆(OK) = d or [OK : Z[

√
d]] =

1 and ∆(OK) = 4d. If ∆(OK) = d, then d ≡ 0, 1 (mod 4), a contradiction. Thus, ∆(OK) = 4d and
OK = Z[

√
d].

(b) Let d ≡ 1 (mod 4). Note 1+
√
d

2 ̸∈ Z[
√
d], but is a root of the polynomial f = x2 − x +

1−d
4 ∈ Z[x]. Hence Z[

√
d] ⊆ Z

[
1+

√
d

2

]
⊆ OK. A Z-basis for Z

[
1+

√
d

2

]
⊆ OK is

{
1, 1+

√
d

2

}
.

Hence d = d
(
1, 1+

√
d

2

)
= ∆

(
Z
[
1+

√
d

2

])
=
[
OK : Z

[
1+

√
d

2

]]2
∆(OK). Since d is square-free,
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OK : Z

[
1+

√
d

2

]]
= 1. Thus, OK = Z

[
1+

√
d

2

]
and ∆(OK) = d. Since 4d = ∆(Z[

√
d]) = [OK :

Z[
√
d]]2∆(OK), we have [OK : Z[

√
d]] = 2.

In summary,

OK =

{
Z[
√
d] d ≡ 2, 3 (mod 4)

Z
[
1+

√
d

2

]
d ≡ 1 (mod 4)

and [OK : Z[
√
d]] =

{
1 d ≡ 2, 3 (mod 4)
2 d ≡ 1 (mod 4)

.



Chapter 2

Dedekind domain

xn + yn = zn with n ∈ N>2 has no solutions in Z3. Note zn = (x + y)(x + ξny) · · · (x + ξn−1
n y),

where ξn is the nth primitive root of unity and

(a) terms on right have no common factor;

(b) then each term must be an nth power;

(c) all terms on right are not an nth power.

Definition 2.1. A ring R is said to be Noetherian if given any chain of ideals I1 ⊆ I2 ⊆ · · · , there
exists n ∈ N such that Ik = In for any k ⩾ n.

Theorem 2.2. A ring R is Noetherian if and only if all ideals in R are finitely generated.

Proof. =⇒ Assume R is Noetherian. Suppose I ⊆ R is not finitely generated. Let 0 ̸= x1 ∈ I.
Then ⟨x1⟩ ⊊ I. Let x2 ∈ I ∖ ⟨x1⟩, then ⟨x1⟩ ⊊ ⟨x1, x2⟩ ⊊ I. Continue to get a chain of ideals that
does not stabilize, a contradiction.

⇐= Assume all ideals in R are finitely generated. Consider a chain of ideals I1 ⊆ I2 ⊆ · · · . We
have I :=

⋃∞
i=1 Ij is an ideal, so it is finitely generated and say I = ⟨x1, · · · , xn⟩. Pick m such that

x1, . . . , xn ∈ Im. So I ⊆ Im ⊆ Im+1 ⊆ · · · ⊆ I. Thus, for any k ⩾ m, Im = I = Ik.

Fact 2.3. A ring R is Noetherian if and only if every non-empty set Σ of ideals of R contains a
maximal element with respect to “⊆”.

Definition 2.4. A Dedekind domain is a Noetherian ring and integrally closed, whose nonzero
prime ideals are maximal ideals.

Example 2.5. Z is a Dedekind domain.

Lemma 2.6. Let L/K be a field extension, if P ⊆ OL is a prime ideal, then p := P ∩ OK ⊆ OK is
also a prime ideal.

Proof. Let a, b ∈ OK and ab ∈ p. Then ab ∈ P. Since P ⊆ OL is prime, a ∈ P or b ∈ P. Since
a, b ∈ OK, we have a ∈ P ∩ OK = p or b ∈ P ∩ OK = p. Thus, p is prime.

Fact 2.7. Let M be an R-module and I ⊆ R an ideal. Then M has a well-defined R/I-module
structure defined by the formula rm := rm if and only if IM = 0.

11



12 CHAPTER 2. DEDEKIND DOMAIN

Lemma 2.8. Let K be a number field. Let p ⊆ OK be prime and ⟨p⟩ = p ∩ Z. Then OK/p is a
Fp-module given by (r + ⟨p⟩)(v + p) = rv + p.

Proof. Note that OK/p is a Z-module given by r(v + p) = rv + p. Since ⟨p⟩ = p ∩ Z, we have
⟨p⟩ · OK/p = p/p = 0. So OK/p is a Fp-module given by (r + ⟨p⟩)(v + p) = r(v + p) = rv + p.

Theorem 2.9. Let K be a number field. The ring OK is a Dedekind domain.

Proof. Since OK is integrally closed in K, OK is integrally closed.
Since Z is Noetherian and OK is a finitely generated Z-module, OK is Noetherian.
Let 0 ̸= p ⊆ OK be a prime ideal. Then p ∩ Z ⊆ Z is also a prime ideal. Let 0 ̸= a ∈ p ⊆ OK.

Then there exist r0, . . . , rn−1 ∈ Z such that an + rn−1a
n−1 + · · ·+ r1a+ r0 = 0 holds at minimum

degree. Then 0 ̸= r0 ∈ Z and r0 = −a(an−1 + rn−1a
n−2 + r1) ∈ p. So 0 ̸= r0 ∈ p ∩ Z and hence

p∩Z ̸= 0. Also, since Z is PID, p∩Z = ⟨p⟩ for some prime p ∈ Z. Define φ : Z! OK/p by z 7! z+p.
Then Ker(φ) = p ∩ Z = ⟨p⟩ and so Fp = Z/⟨p⟩ ∼= Im(φ) ⊆ OK/p as a ideal. Since p is prime, OK/p
is an integral domain. Let θ + p ∈ OK/p with θ ∈ OK. Then there exist b0, . . . , bm−1 ∈ Z such that
θm + bm−1θ

m−1 + · · ·+ b1θ + b0 = 0. So

(θ + p)m + (bm−1 + ⟨p⟩)(θ + p)m−1 + · · ·+ (b1 + ⟨p⟩)(θ + p) + (b0 + ⟨p⟩)(1 + p)

= (θm + p) + (bm−1 + ⟨p⟩)(θm−1 + p) + · · ·+ (b1θ + p) + (b0 + p)

= (θm + p) + (bm−1θ
m−1 + p) + · · ·+ (b1θ + p) + (b0 + p)

= θm + bm−1θ
m−1 + · · ·+ b1θ + b0 + p = p,

which is 0 in OK/p. So OK/p is integral over Fp. Hence OK/p is a field and thus p is maximal.

Definition 2.10. Let R be a commutative ring and 0 ̸= a, b ⩽ R. We say b divides a and write
b | a, if bc = a for some 0 ̸= c ⩽ R.

Fact 2.11. If b | a, then b ⊇ a.

Lemma 2.12. Let R be a commutative ring and a, b ∈ R. Then a | b if and only if ⟨a⟩ | ⟨b⟩.

Proof. =⇒ If a | b, then ac = b for some c ∈ R. So ⟨a⟩⟨c⟩ = ⟨b⟩, i.e., ⟨a⟩ | ⟨b⟩.
⇐= Since ⟨a⟩ | ⟨b⟩, ac = ⟨a⟩c = ⟨b⟩ for some ideal c ⊆ R. So ac = b for some c ∈ c, i.e., a | b.

Theorem 2.13. Let R be a commutative ring and p ⊆ R an ideal. Then p ⊆ R is prime if and
only if for any ideals a, b ⊆ R, p ⊇ ab implies p ⊇ a or p ⊇ b.

Proof. =⇒ Let p ⊆ R be prime and p ⊇ ab. Suppose p ̸⊇ a and p ̸⊇ b. Then there exist x ∈ a∖ p
and y ∈ b∖ p such that xy ∈ ab ⊆ p, a contradiction.

⇐= Let x, y ∈ R and xy ∈ p, then ⟨x⟩⟨y⟩ = ⟨xy⟩ ⊆ p. So ⟨x⟩ ⊆ p or ⟨y⟩ ⊆ ⟨p⟩ and hence
x ∈ p or y ∈ p. Thus, p is prime.

Assumption 2.14. Assume that O is a Dedekind domain.

Lemma 2.15. Let 0 ̸= a, b ⊆ O be ideals. Then b ⊇ a if and only if b | a.

Proof. We will show it later.

Corollary 2.16. Let p ⊆ O be an ideal. Then p ⊆ R is prime if and only if for any ideals a, b ⊆ R,
p | ab implies p | a or p | b.
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Lemma 2.17. Let a, b ⊆ O be ideals, then gcd(a, b) = a+ b, and lcm(a, b) = a ∩ b.

Proof. (a) Since a + b ⊇ a and a + b ⊇ b, a + b | a and a + b | b. Let c ⊆ O be an ideal and c | a
and c | b, i.e., c ⊇ a and c ⊇ b. Then c ⊇ a+ b, i.e., c | a+ b and thus gcd(a, b) = a+ b.

(b) Since a ⊇ a ∩ b and b ⊇ a ∩ b, we have a | a ∩ b and b | a ∩ b. Let c ⊆ O be an ideal and a | c
and b | c, i.e., a ⊇ c and b ⊇ c. Then a ∩ b ⊇ c, i.e., a ∩ b | c and thus lcm(a, b) = a ∩ b.

Corollary 2.18. Let 0 ̸= p, p1, . . . , pr ⊆ O be all prime ideals, If p | p1 · · · pr, then p = pi for some
i ∈ {1, . . . , r}.

Proof. Since p | p1 · · · pr, we have p | pi for some i ∈ {1, . . . , r}. Then p ⊇ pi ̸= 0. Since O is a
Dedekind domain, pi is maximal and so p = pi.

Remark. We can not get a unique factorization of elements in O. For example, let K = Q(
√
−5),

then OK = Z(
√
−5), which is not a UFD. But we can uniquely factor any ideal in O into a product

of prime ideals.

Lemma 2.19. Let 0 ̸= a ⊆ O be an ideal, then there exist 0 ̸= p1, . . . , pr ⊆ O all primes such that
a ⊇ p1 · · · pr, where pi are not necessarily distinct.

Proof. Let ∅ ≠ S be the set of ideals for which the claim is false. Since O is Noetherian, ∅ ≠ S has a
maximal element M with respect to “⊆”. Then M is not prime. So there exist b1, b2 ∈ O such that
b1b2 ∈ M, but b1 ̸∈ M and b2 ̸∈ M. ThenM ⊊ N1 := ⟨b1⟩+M ⊆ O andM ⊊ N2 := ⟨b2⟩+M ⊆ O

as ideals. Since M is maximal, N1,N2 ̸∈ S. So there exist primes p1, . . . , pr ⊆ O and q1, . . . , qs ⊆ O

such that p1 · · · pr ⊆ N1 and q1 · · · qs ⊆ N2. Then we have p1 · · · prq1 · · · qs ⊆ N1N2 = ⟨b1b2⟩+M =
M, a contradiction. Thus S = ∅.

Assumption 2.20. Let K = Frac(O) be the field of fraction.

Definition 2.21. Let 0 ̸= a ⊆ O be an ideal. Define the inverse of a by

a−1 = {x ∈ K | xa ⊆ O} = (O :K a).

Fact 2.22. a−1 is a O-submodule of K.

Theorem 2.23. Let 0 ̸= p ⊆ O be prime. Then O ⊊ p−1.

Proof. By definition, O ⊆ p−1. Since p ̸= 0, there exists a ∈ p ∖ {0}. Then there exist 0 ̸=
p1, . . . , pr ⊆ O all prime such that p1 · · · pr ⊆ ⟨a⟩ ⊆ p, where r is chosen as small as possible. So
p = pi for some i ∈ {1, . . . , r}. Without loss of generality, assume p = p1. By the choice of r, we
have p2 · · · pr ̸⊆ ⟨a⟩. Then there exists b ∈ p2 · · · pr ∖ ⟨a⟩ and so pb = p1b ⊆ p1p2 · · · pr ⊆ ⟨a⟩ = aO.
So a−1pb ⊆ O and then a−1b ∈ p−1. Since b ̸∈ ⟨a⟩ = aO, a−1b ̸∈ O.

Lemma 2.24. Let 0 ̸= p ⊆ O be prime. Then a ⊊ ap−1 for any ideal 0 ̸= a ⊆ O.

Proof. Since O ⊆ p−1, we have a ⊆ ap−1. Let 0 ̸= a ⊆ O be an ideal. Then a = ⟨α1, . . . , αn⟩O for
some α1, . . . , αn ∈ a. Suppose a = ap−1. Let x ∈ p−1. Then αix ∈ ap−1 = a and there exists aij ∈ O

such that xαi = αix =
∑n

j=1 aijαj for i = 1, . . . , n. Since a ̸= 0, we have 0 ̸= (α1, . . . , αn) ∈ On

and hence det(xIn − (aij)) = 0, i.e., x is a root of a monic polynomial in O[x]. So x is integral over
O. Since O is integrally closed, we have x ∈ O and then p−1 ⊆ O, which is contradicted by that
O ⊊ p−1.
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Lemma 2.25. Let 0 ̸= p ⊆ O be prime, then pp−1 = O.

Proof. By definition, p ⊊ pp−1 ⊆ O. Since p is maximal, pp−1 = O.

Theorem 2.26. Every ideal 0 ̸= a ⊊ O admits a unique factorization a = pe11 · · · perr , with 0 ̸= pi ⊆
O prime and ei ∈ N.

Proof. Uniqueness. Suppose a = p1 · · · pr = q1 · · · qs, where primes are not necessarily distinct.
Then p1 ⊇ p1 · · · pr = q1 · · · qs, i.e., p1 | q1 · · · qs. So p1 = qi for some i ∈ {1, . . . , s}, without
loss of generality, assume p1 = q1. Then p2 · · · pr = p−1

1 (p1 · · · pr) = p−1
1 (q1 · · · qs) = q2 · · · qs. By

induction, we have r = s and pi = qi for i = 1, . . . , r.
Existence. Let ∅ ̸= S be the set of nonzero prime ideals without a prime factorization. Since O

is Noetherian, ∅ ≠ S has a maximal element M with respect to “⊆”. Then M is not prime. So M
is not a maximal ideal in O and then there exists a maximal ideal p ⊆ O such that M ⊊ p. Then
M ⊊ Mp−1 ⊆ pp−1 = O. Note that Mp−1 ̸= O, otherwise, M = Mpp−1 = Mp−1p = Op = p,
which is a contradiction. So M ⊊ Mp−1 ⊊ O. Since M is maximal, Mp−1 ̸∈ S and so Mp−1 must
have a prime factorization, say Mp−1 = p1 · · · pr. So M = p1 · · · prp, a contradiction.

Lemma 2.27. Let 0 ̸= a ⊆ O be an ideal, then aa−1 = O.

Proof. If a = O, it is trivial. Assume a ⊊ O. Let 0 ̸= x ∈ a. Then xa−1 ⊆ O. Since 0 ̸= a ⊊ O

is an ideal, we have a unique prime factorization a = p1 · · · , pr. Let b := p−1
r · · · p−1

1 . Then
ab = ba = (p−1

r · · · p−1
1 )(p1 · · · pr) = O. So by definition, b ⊆ a−1. Let x ∈ a−1, then xa ⊆ O and so

⟨x⟩ = xab ⊆ b. So x ∈ b and hence a−1 ⊆ b. Thus, a−1 = b. Since ab = O, aa−1 = O.

Remark. Suppose that there exists an ideal b ⊆ o such that ab = o. Then

b ⊆ (o :K a) = (o :K a)o = (o :K a)ab ⊆ ob ⊆ b.

Hence b = (o :K a) = a−1.

Lemma 2.28. Let 0 ̸= a, b ⊆ O be ideals. Then b ⊇ a if and only if there exists an ideal 0 ̸= c ⊆ O

such that bc = a.

Proof. ⇐= is trivial.
=⇒ If b = O, we take c = a. Assume now b ⊊ O. Since b−1 is an O-submodule of K and a ⊆ O

is an ideal, we have c := b−1a = ab−1 is also an O-submodule of K. Also, since b−1a ⊆ b−1b = O,
we have b−1a ⊆ O is an ideal. Moreover, bc = b(b−1a) = a.

Lemma 2.29. If O is a UFD, if p ⊆ O is prime, then p is principal.

Proof. Since O is Dedekind, p is maximal. Let 0 ̸= α ∈ p. If p = ⟨α⟩, we are done. Assume
p ̸= ⟨α⟩. Then p ⊋ ⟨α⟩. Then there exists an ideal 0 ̸= b ⊊ O such that pb = ⟨α⟩. So b has a prime
factorization: b = p1 · · · pr with primes p1, . . . , pr ⊆ O. So ⟨α⟩ = pb = pp1 · · · pr. Also, since O

is a UFD, the element α ∈ O has a unique factorization α = uw1 · · ·wm with irreducible elements
w1, . . . , wm ∈ O and u ∈ O×. So ⟨α⟩ = ⟨w1⟩ · · · ⟨wm⟩. Also, since O is a UFD, ⟨wj⟩ ⊆ O is prime
for i = 1, . . . , r. Since the prime factorization of ⟨α⟩ is unique, we have m = r+1 and p = ⟨wj⟩ for
some j ∈ {1, . . . ,m}.

Theorem 2.30. O is a PID if and only if O is a UFD.
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Proof. =⇒ PID implies UFD in general.
⇐= Suppose O is a UFD and let 0 ̸= a ⊊ O be an ideal. Then a can be factored into a product

of prime ideals a = pe11 · · · penn with e1, . . . , en ⩾ 1. Since each prime pi ⊆ O is principal, so is a with
the generator for a being the product of the these generators.

Theorem 2.31 (CRT). Let R be a ring and a1, . . . , an ideals in R such that ai + aj = R for any
i ̸= j. Set a =

⋂n
i=1 ai. Then R/a ∼=

⊕n
i=1R/ai.

2.1 Fractional ideal

Assumption 2.32. Let O be a Dedekind domain and K = Frac(O) the field of fraction.

Definition 2.33. A fractional ideal I ̸= 0 of K is an O-submodule of K, such that for some
d ∈ O ∖ {0}, dI ⊆ O is an ideal. Such a d is called a common denominator for I.

Theorem 2.34. If 0 ̸= I is a finitely generated O-submodule of K, then I is a fractional ideal.

Proof. Let I = ⟨x1, . . . , xr⟩O for some x1, . . . , xr ∈ K. Since K = Frac(O), there is a di ∈ O ∖ {0}
such that dixi ∈ O for i = 1, . . . , r. Let d := d1 · · · dr ∈ O ∖ {0}, then dxi ∈ O for i = 1, . . . , r and
so dI ⊆ O.

Theorem 2.35. 0 ̸= I is a fractional ideal of K if and only if I = 1
da for some d ∈ K× (or O∖ {0}

or Z ∖ {0} if K is a number field) and some ideal 0 ̸= a ⊆ O.

Proof. =⇒ By definition, there exists d ∈ O ∖ 0 such that a := dI ⊆ O is an ideal and a ̸= 0. So
I = 1

da with d ∈ K×. Similarly, if K is a number field, then d | NK/Q(d) ∈ Z∖{0}, so NK/Q(d)I ⊆ O

is an ideal.
⇐= Since O is a Dedekind domain and a ⊆ O is an ideal, we have I = 1

da is a finitely generated
O-module of K.

Corollary 2.36. I is a fractional ideal of K if and only if I = da for some d ∈ K× and some ideal
0 ̸= a ⊆ O.

Definition 2.37. Nonzero ideals in O are called integral ideals.

Definition 2.38. We denote the collection of fraction ideals in K by JK.

Fact 2.39. When O is a PID, all fractional ideals in K are principal and conversely.

Theorem 2.40. The set JK forms an abelian group under multipliciton with identity O and the
inverse of a ∈ JK is given by a−1.

Proof. Clearly, JK is abelian and that O is the identity. Let a, b ∈ JK. Then there are α1, . . . , αr ∈ K
not all 0 and β1, . . . , βs ∈ K not all 0 such that a = ⟨α1, . . . , αr⟩O and b = ⟨β1, . . . , βs⟩O. Then
ab = ⟨α1β1, . . . , αrβs⟩ ≠ 0 and so ab ∈ JK. Let a ∈ JK. Then there exists c ∈ O ∖ {0} such that
ca ⊆ O. Claim. (ca)−1 = c−1a−1. “⊆”. Let x ∈ (ca)−1, then (xc)a = x(ca) ⊆ O and so xc ∈ a−1 and
hence x = c−1(xc) ∈ c−1a−1. “⊇”. Let x ∈ c−1a−1, then there exists y ∈ a−1 such that x = c−1y
and so x(ca) = c−1y(ca) = ya ∈ O. So x ∈ (ca)−1. Hence aa−1 = cac−1a−1 = (ca)(ca)−1 = O.
Assume a = a∗

d for some d ∈ O ∖ {0} and some ideal a∗ ⊆ O. Let 0 ̸= x := a
d ∈ a with a ∈ a∗.

Then dx = a ∈ a∗. So a−1 = (d−1a∗)−1 = d(a∗)−1. Hence xa−1 = (dx)(a∗)−1 ⊆ O. So a−1 ∈ JK.
At last, the associative law follows from the associativity of K.
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Corollary 2.41. Let a ∈ JK. If there exists b ∈ JK such that ab = O, then b = a−1.

Corollary 2.42. Let a, b ∈ JK be ideals. Then (ab)−1 = b−1a−1.

Proof. We have ab ∈ JK and a−1, b−1 ∈ JK. Hence b−1a−1 ∈ JK. Since (ab)(b
−1a−1) = O, we have

(ab)−1 = b−1a−1.

Corollary 2.43. Let a, b ⊆ O be ideals. Then (ab)−1 = b−1a−1.

Lemma 2.44. Let a ∈ JK. Then a can be written as a = bc−1 with b, c ⊆ O ideals.

Proof. Since a ∈ JK, there exists d ∈ O×
K and an ideal b ⊆ O such that a = b

d . So b ∈ JK. Let
c := dO ∈ JK, then ac = da = b. Since JK is a group, a = bc−1.

Corollary 2.45. Every a ∈ JK admits a unique representation as a product a =
∏

p p
νp , where

p ⊆ O is prime and νp ∈ Z∖{0}. In other words, JK is isomorpic to the free abelian group generated
by the nonzero prime ideals in O.

Proof. Note that a can be written as a = bc−1 with b, c ⊆ O ideals. Since b and c has a unique
prime factorization, a has a unique prime decomposition of the type stated in the corollary.

Corollary 2.46. a ∈ JK is an integral ideal if and only if every exponent of its prime factors is
positive in its prime factorization.

Example 2.47. Since Z is a PID, the fractional ideals in Q are Z-submodules (subgroups) of Q
having the form rZ for r ∈ Q×. Examples include 1

2Z and 6
5Z = 6Z

5 .

Definition 2.48. A fractional ideal of the form xO = ⟨x⟩ for some x ∈ K× is called principal
fractional ideal. The principal fractional ideals form a subgroup PK of JK.

Definition 2.49. The ideal class group of K is the abelian group Cl(K) = ClK = Cl(O) = JK/PK
measures whether O is a unique factorization domain or principal ideal domain.

Remark. If Cl(K) = {0}, then every fractional ideal is principal. The larger Cl(K) is the further
you are from having all ideals are principal.

Fact 2.50. The class number

hK = |Cl(K)| = [JK : PK] <∞.

Example 2.51. Q[x] is a PID, so it is a Dedekind domain. So Q[x] is integrally closed with field

of fraction Q(x) =
{ f(x)

g(x)

∣∣ f, g ∈ Q[x] and g ̸= 0
}
.

Proof. It is similar to the proof for Z.

Remark. Let O = Z
√
−5, which is not a UFD. Since (1 +

√
−5)(1 −

√
−5) = 2 · 3 ∈ ⟨3⟩ but

1±
√
−5 ̸∈ ⟨3⟩, we have but ⟨3⟩ is not prime. Check that 3 ∈ O is irreducible.

Definition 2.52. Let a ⊆ O be an ideal, the absolute norm N of a is

N(a) = [O : a] = |O/a|.

Lemma 2.53. Let 0 ̸= α ∈ O, then N(⟨α⟩) =
∣∣NK/Q(α)

∣∣.
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Proof. Exercise.

Corollary 2.54. Let 0 ̸= a ⊆ O be an ideal. Then N(a) <∞.

Proof. Let 0 ̸= α ∈ a. Since a ⊆ O and αO ⊆ O are ideals, we have a surjective map O/αO ! O/a.
Then N(a) = [O : a] = |O/a| ⩽ |O/αO| = N(⟨α⟩) =

∣∣NK/Q(α)
∣∣ <∞.

Theorem 2.55. Let 0 ̸= a ⊆ O be an ideal, write a = pν1
1 · · · pνr

r for prime factorization. Then
N(a) = N(p1)

ν1 · · ·N(pr)
νr , i.e., N is multiplicative.

Proof. By CRT, O/a ∼= O/pν1
1 ⊕ · · · ⊕ O/pνr

r . We are thus reduced to considering the case where
a is a prime power pν . In the chain p ⊇ p2 ⊇ · · · ⊇ pν , one has pi ̸= pi+1 because of the unique
prime factorization. Since ppi/pi+1 = 0, the quotient pi/pi+1 is an O/p-vector space for i = 1, . . . , r.
Let a ∈ pi ∖ pi+1 and b := ⟨a⟩ + pi+1, then pi ⊇ b ⊋ pi+1. So pi = b, otherwise, since ⟨a⟩ ⊆ pi,
b′ := bp−i = ⟨a⟩p−i+p = ⟨a⟩(pi)−1+p ⊆ O, would be a proper divisor of p since (pi)−1 ⊋ O, which
is contradicted by p is prime. Hence a+ pi+1 is a basis of the O/p-vector space pi/pi+1 = ⟨a⟩/pi+1.
Thus, pi/pi+1 ∼= O/p and so N(pν) = [O : pν ] = [O : p][p : p2] · · · [pν−1 : pν ] = N(p)ν .

2.2 Revisit quadratic field

Definition 2.56. A number field K/Q is a quadratic field if deg(K/Q) = 2.

Lemma 2.57. A field K/Q is quadratic if and only if there exists d ∈ Z ∖ {0} square-free such
that K = Q(

√
d).

Proof. ⇐= Use definition.

=⇒ Let α ∈ K ∖ Q. Then [Q(α) : Q] ⩾ 2. Also, since 2 = [K : Q] = [K : Q(α)][Q(α) :
Q] ⩾ 2 · [K : Q(α)], we have [K : Q(α)] = 1. Since α ∈ K ∖ Q, there exists b′, c′ ∈ Q such that
α2 + b′α + c′ = 0. Then we can choose suitable a, b, c ∈ Z with a ̸= 0 such that aα2 + bα + c = 0.

So α = −b±
√
b2−4ac
2a = − b

2a ±
√
b2−4ac
2a or

√
b2 − 4ac = ±(2aα + b) and so Q(α) = Q(

√
b2 − 4ac).

Let d′ := b2 − 4ac ∈ Z. Since α ̸∈ Q, d′ is not a perfect square. Also, since d′ ̸= 0, d′ can
be written uniquely in the form d′ = de, where d is a square-free and e is a perfect square. So
Q(α) = Q(

√
d′) = Q(

√
de) = Q(

√
d).

Lemma 2.58. Let K be a quadratic field and α ∈ K. α ∈ OK if and only if TrK/Q(α), NK/Q(α) ∈ Z.

Proof. =⇒ If α ∈ Q, it is obvious. Now let α ∈ K ∖ Q. Then there exist a, b ∈ Z such that
mα(α) = α2 + aα+ b = 0. Let {σ1, σ2} be the distinct embeddings K ↪! Q. Then

0 = (α− σ1(α))(α− σ2(α)) = α2 − α(σ1(α) + σ2(α))− σ1(α)σ2(α) = α2 − TrK/Q(α)α+NK/Q(α),

which is irreducible, otherwise α ∈ Q. Since the minimal polynomial is unique, TrK/Q(α) = a ∈ Z
and NK/Q(α) = b ∈ Z.

⇐= mα(x) = x− α ∈ Z[x] or mα(x) = x2 − TrK/Q(α)x+NK/Q(α) ∈ Z[x].

Example 2.59. Let K = Q(i). Then OK is a PID.
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Proof. Let 0 ̸= a ⊆ OK be an ideal. Since Im(|N|K/Q) ⊆ N, we can choose 0 ̸= a ∈ a with
∣∣NK/Q(a)

∣∣
minimal. Let b ∈ a. Then b/a ∈ Q(i). Choose c ∈ OK = Z[i] that is the closest to b/a, then
|c− b/a| ⩽

√
2/2. Let r := b− ac ∈ OK, since a ̸= 0,∣∣NK/Q(r)
∣∣ = |b− ac|2 = |a|2|c− b/a|2 ⩽ |a|2(

√
2/2)2 =

1

2
|a|2 =

1

2
NK/Q(a) < NK/Q(a).

Also, since
∣∣NK/Q(a)

∣∣ is minimal, we have r = 0 and then b ∈ ⟨a⟩ and so a ⊆ ⟨a⟩. Hence, a = ⟨a⟩
and thus OK is a PID.

Remark. Now we want to consider given a prime p ∈ Z ⊆ Z[i], what does pZ[i] look like? Note
pZ[i] ⪇ Z[i]. The ideal pZ[i] has a prime factorization: pZ[i] = pe11 · · · perr . Then what are the pj ’s,
ej ’s and r?

Example 2.60. Let K = Q(i). The ideal pZ[i] has a prime factorization: pZ[i] = pe11 · · · perr . By
CRT,

r⊕
j=1

Z[i]/pejj ∼= Z[i]/pZ[i] = Z[i]/⟨p⟩ ∼= Z[x]/⟨p, x2 + 1⟩ ∼= Fp[x]/⟨x2 + 1⟩.

To see x2 + 1 factors in Fp[x], we need to see whether −1 is a square module p or not. Since for

p ̸= 2,
(

−1
p

)
= (−1)

p−1
2 = 1 if and only if p ≡ 1 (mod 4), we have with α ∈ Z and α2 ≡ −1 (mod p),

x2 + 1 = x2 − (−1) ≡

 (x+ 1)2 (mod p) if p = 2,
x2 + 1 (mod p) if p ≡ 3 (mod 4),
(x− α)(x+ α) (mod p) if p ≡ 1 (mod 4).

Since (2, 1 + i)Z[i] = (1 + i)Z[i] = ⟨1 + i⟩,

pZ[i] =

 ⟨i+ 1⟩2 if p = 2,
pZ[i] if p ≡ 3 (mod 4),
⟨p, i+ α⟩⟨p, i− α⟩ if p ≡ 1 (mod 4).

Thus,  r = 1, e = 2,
r = 1, e = 1,
r = 2, e1 = e2 = 1.

.

Lemma 2.61. Let K be a quadratic field and p ∈ N an odd prime. Then pOK has a prime
factorization:

pOK =


p2 if p | ∆K,

p1p2(p1 ̸= p2) if
(

∆K
p

)
= 1,

pOK otherwise.

Proof. We have there exists d ∈ Z ∖ {0} square-free such that K = Q(
√
d). We have

OK =

{
Z[
√
d] if d ≡ 2, 3 (mod 4)

Z
[
1+

√
d

2

]
if d ≡ 1 (mod 4)

,
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and

∆K =

{
4d if d ≡ 2, 3 (mod 4)
d if d ≡ 1 (mod 4)

.

Assume the ideal pZ[i] has a prime factorization: pOK = pe11 · · · perr .

(a) Let d ≡ 2, 3 (mod 4). By CRT,

r⊕
j=1

OK/p
ej
j

∼= OK/pOK = OK/⟨p⟩ ∼= Z[x]/⟨p, x2 − d⟩ ∼= Fp[x]/⟨x2 − d⟩.

To see x2 − d factors in Fp[x], we need to see whether d is a square module p or not. Since for

p ̸= 2,
(

d
p

)
=
(

2
p

)2 (
d
p

)
=
(

4d
p

)
=
(

∆K
p

)
and (x2 − d) − (x − d)2 ≡ −d(d + 1) ≡ 0 (mod 2), we

have with α ∈ Z and α2 ≡ d (mod p),

x2 − d ≡


(x− d)2 (mod p) if p = 2
x2 (mod p) if p is odd and p | ∆K

(x− α)(x+ α) (mod p) if p is odd and
(

∆K
p

)
= 1

x2 − d (mod p) otherwise

.

So

pOK =


⟨2,

√
d− d⟩2 if p = 2

⟨
√
d⟩2 if p is odd and p | ∆K

⟨p,
√
d− α⟩⟨p,

√
d+ α⟩ p is odd and

(
∆K
p

)
= 1

pOK otherwise

.

□ The inert case: x2 − d is irreducible modulo p. Then

OK/pOK ∼= Fp/⟨x2 − d⟩ = {a+ bx | a, b ∈ Fp, x
2 = d}

is a field. It is an extension of Fp of degree 2 which one might denote Fp(
√
d) and hence a

finite field with p2 elements.

□ The split case: x2 − d is a product of two different linear factors modulo p. By CRT, we have
an isomorphism

OK/pOK ∼= Fp[x]/⟨(x− α)(x+ α)⟩ = Fp[x]/⟨x− α⟩ × Fp[x]/⟨x+ α⟩ ∼= Fp × Fp.

□ The ramified case: x2 − d is a square modulo p. This happes if p = 2 or p | ∆K = 4d. In both
cases, OK/pOK is non-reduced and then has nilpotent elements.

(b) Let d ≡ 1 (mod 4). Let f(x) = x2 − x+ 1−d
4 ∈ Z[x]. Since ∆ =

√
1− 4 1−d

4 =
√
d and d is not

a perfect square, f is irreducible. Then OK = Z
[
1+

√
d

2

]
∼= Z[x]/⟨f(x)⟩. By CRT,

r⊕
j=1

OK/p
ej
j

∼= OK/pOK = OK/⟨p⟩ ∼= Z[x]/⟨p, f(x)⟩ ∼= Fp[x]/⟨f(x)⟩.

To see f(x) = x2 − x+ 1−d
4 factors in Fp[x], we need to see whether d is a square module p or not.
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(1) Let p ̸= 2. Then
(

d
p

)
=
(

2
p

)2 (
d
p

)
=
(

4d
p

)
=
(

∆K
p

)
. Since d = ∆K, we have

x2 − x+
1− d

4
=

(
x− 1 +

√
∆K

2

)(
x− 1−

√
∆K

2

)

≡


(x− 1/2)2 (mod p) if p | ∆K

(x− α)(x− α) (mod p) if
(

∆K
p

)
= 1

x2 − x+ 1−d
4 (mod p) otherwise

.

So

pOK =


⟨p,

√
d
2 ⟩2 if p | ∆K

⟨p, 1+
√
d

2 − α⟩⟨p, 1+
√
d

2 − α⟩ if
(

∆K
p

)
= 1

pOK otherwise

.

(2) Let p = 2. Note

x2 − x+
1− d

4
≡
{
x(x− 1) (mod 2) if d ≡ 1 (mod 8)
x2 − x+ 1 (mod 2) if d ≡ 5 (mod 8)

.

Alos, since (2, 1+
√
d

2 )Z
[
1+

√
d

2

]
= 1+

√
d

2 Z
[
1+

√
d

2

]
, we have

2OK =

{
⟨ 1+

√
d

2 ⟩⟨ 1−
√
d

2 ⟩ if d ≡ 1 (mod 8)
2OK if d ≡ 5 (mod 8)

.

Definition 2.62. Let K be a quadratic field. If pOK = p2, we say p ramifies in OK; if pOK = p1p2
with p1 ̸= p2, we say p splits in OK; if pOK ⊆ OK is prime, we say p is inert in OK.

2.3 Extensions of Dedekind domain

Assumption 2.63. Let O be a Dedekind domain and K = Frac(O). Let L be finite and separable
extension of K. Let O be integral closure of O in L.

Remark (Questions). What do prime look like in O? Note p := P∩O ⊆ O is also prime for every
prime 0 ̸= P ⊆ O. Also, P ⊇ pO, i.e., P | pO. So the question of how primes pO’s with prime
p ⊆ O factor when extended to O answers it.

Remark. We often write ⟨p⟩ = pO.

Theorem 2.64. O is a Dedekind domain.

Proof. Since O is the integral closure of O in L, it is integrally closed.
Similar to the proof of Theorem 2.9, we have O/P is an extension of the field O/p and every

prime ideal in O is maximal.
Let {α1, . . . , αn} ⊆ O be a K-basis of the separable extension L/K. Then ∆ := ∆(α1, . . . , αn) ̸=

0. We have ∆O ⊆ Oα1 + · · ·Oαn =:M1 similar to the proof of Theorem 1.50. So O ⊆ Oα1

∆ + · · ·+
Oαn

∆ = M1

∆ . Also, since O is a Noetherian ring and M1

∆ is a finitely generated O-module, M1

∆ is a
Noetherian O-module. So O is Noetherian.
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Recall 2.65. Let M be a left R-module, define the annihilator of m in R by

AnnR(m) = {r ∈ R | rm = 0},

which is an ideal of R. The set of torsion element of M is defined by

Tor(M) = {m ∈M | AnnR(m) ̸= {0}} = {m ∈M | rm = 0 for some r ∈ R∖ 0}.

An left R-module M is said to be torsion free if Tor(M) = {0}. If R is an integral domain, Tor(M)
is a submodule of M .

Fact 2.66. Frac(O) = L and O is a torsion-free O-module.

Theorem 2.67. Let 0 ̸= p ⊆ O be prime, then pO ≠ O.

Proof. There exists ϖ ∈ p ∖ p2 such that p ⊇ ϖO, i.e, p | ϖO. Claim. there exists an ideal a ⊆ O

such that pa = ϖO and p ∤ a. Suppose not. Since p | ϖO, there exists an ideal b ⊆ O such that
pb = ϖO, then p | b by assumption, i.e., p ⊇ b. Then ϖ ∈ pb ⊆ p2, a contradiction. Since p ∤ a,
p ⊊ p+ a ⊆ O. Since p is maximal, p+ a = O. So there exist r ∈ p and s ∈ a such that r + s = 1.
Since p ⊊ O, s ̸∈ p. Suppose pO = O. Then sO = spO = psO ⊆ paO = ϖOO = ϖO. So s = ϖx
for some x ∈ O. Since sp = ps ⊆ pa = ϖO, letting 0 ̸= y ∈ p, there exists z ∈ O such that sy = ϖz,
i.e, s = ϖ z

y , i.e., s = ϖx′ for some x′ ∈ Frac(O) = K. Also, since s ̸= 0 ̸= ϖ, we have s = ϖx
for some x ∈ O ∩ K = O, i.e., s ∈ p, a contradcition. Thus, pO ⊊ O. This means, given a prime
0 ̸= p ⊆ O, we have a unique prime factorization pO = Pe1

1 · · ·Per
r .

Example 2.68. We saw this for Z[i] by inspection: since Z[i] ∋ 1 ̸= p(a + bi), for any a, b ∈ Z,
pZ · Z[i] = pZ[i] ̸= Z[i].

Lemma 2.69. Let 0 ̸= P ⊆ O be prime and 0 ̸= p ⊆ O be prime. Then P | p if and only if
p = P ∩ O.

Proof. =⇒ Note that p ⊆ P ∩ O ⊊ O and p is maximal, so p = P ∩ O.
⇐= Note that p ⊆ P, so P ⊇ pO ⊇ p.

Definition 2.70. Let 0 ̸= p ⊆ O be prime and pO = Pe1
1 . . .Per

r . Define the ramification index
e(Pi/p) =: ei. Define the residue class degree f(Pi/p) by f(Pi/p) = [O/Pi : O/p] =: fi.

Definition 2.71. Let 0 ̸= p ⊆ O be prime and pO = Pe1
1 . . .Per

r . p is said to ramify in L if ei > 1
for some i ∈ {1, . . . , r}; otherwise it is unramified.

Fact 2.72. (a) Op is a discrete valuation ring and so a principal ideal domain and hence Dedekind
for p ⊆ O prime.

(b) Let p ⊆ O be prime and U := O ∖ p. Then U−1O is the integral closure of Op in L.

Theorem 2.73 (Fundamental identity). Let 0 ̸= p ⊆ O be prime and pO = Pe1
1 · · ·Per

r . Then
[L : K] =

∑r
j=1 ejfj.

Proof. By CRT, O/pO ∼=
⊕r

j=1 O/P
ej
j . Set k = O/p. For j = 1, . . . , r, since p · O/Pej =

pO/Pej = 0, we have O/Pej
j is a k-vector space. So O/pO is a k-vector space. Then it suf-

fices to show dimk(O/pO) = [L : K] and dimk(O/P
ej
j ) = ejfj for j = 1, . . . , r. Since O is a finitely
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generated O-module, O/pO is also a finitely generated O-module and then dimk(O/pO) < ∞.
Let {w1, . . . , wm} ⊆ O be the representatives of a basis {w1, . . . , wm} of O/pO over k. Claim.
{w1, . . . , wm} is a K-basis of L/K. Suppose {w1, . . . , wm} are linearly dependent over K. Then
there exists a˜1, . . . , a˜m ∈ K such that a˜1w1 + · · · + a˜mwm = 0. Let A be the LCM denomina-
tors of a˜j , . . . , a˜m. Set aj = Aa˜j ∈ O for j = 1, . . . ,m. Then a1w1 + · · · + amwm = 0. Set

a := ⟨a1, . . . , am⟩ ⊆ O. Since a−1p ̸= a−1, pick a ∈ a−1 ∖ a−1p. Then aa1, . . . , aam ∈ O. Since
a ̸∈ a−1p, p ̸⊇ aa = ⟨aa1, . . . , aam⟩ and then at least one of aa1, . . . , aam is not in p. Since
aa1w1 + · · ·+ aamwm = 0 and O/pO is a O/p-vector space, we have

(aa1 + p)(w1 + pO) + · · ·+ (aam + p)(wm + pO) ≡ 0 (mod pO),

i.e., (aa1 + p)w1 + · · ·+ (aam + p)wm = 0 in O/pO, which gives us a linear dependence among the
w1, . . . , wm over k, a contradiction. So w1, . . . , wm are linearly independent over K.

Consider the O-module M := Ow1 + · · · + Owm ⊆ O. Let N := O/M and x ∈ O. If x ∈ pO,
then x ∈ M + pO. If x ̸∈ pO, then 0 ̸= x + pO ∈ O/pO and so there exist b1 + p, . . . , bm + p ∈ k
such that x+ pO = (b1 + p)(w1 + pO) + · · ·+ (bm + p)(wm + pO) = b1w1 + · · ·+ bmwn + pO, i.e.,
x = b1w1+· · ·+bmwn+pO ⊆M+pO. SoO ⊆M+pO. Also sinceM ⊆ O and pO ⊆ O, we haveO =
M + pO. Then N = O

M = M+pO
M = p O

M = pN . Since O is a finitely generated O-module, N is also
a finitely generated O-module and then there exists {α1, . . . , αs} ⊆ N such that N = O(α1, . . . , αs).
Since {α1, . . . , αs} ⊆ N = pN = p(α1, . . . , αs), we can write αi =

∑s
j=1 aijαj with aij ∈ p for i =

1, . . . , s. Set A = (aij)−Is and B = Aadj. Then 0 = A(α1, . . . , αs)
t and BA = dIs with d = det(A).

So 0 = B0 = BA(α1, . . . , αs)
t = (dα1, . . . , dαs)

t and then dO
M = d O

M = dN = (dα1, . . . , dαs)O = 0.
Hence dO ⊆ M = Ow1 + · · ·+ Owm. Since aij ∈ p, d = det(A) = det ((aij)− I) ≡ (−1)s (mod p).
So d ̸= 0. Claim. we can assume O is a principal ideal domain while calculating [O/pO : O/p].
Let q ⊆ O be prime and U := O ∖ q. Oq/qOq = (O ∖ q)−1O/(O ∖ q)−1q ∼= (O/q)q ∼= O/q since
O/q is a field, and U−1O/qU−1O ∼= U−1(O/qO) ∼= O/qO since O/qO contains the field O/q. So
[U−1O/qU−1O : Oq/qOq] = [O/qO : O/q]. Hence similar to the proof of Theorem 1.50,

L = dL ∼= d(O ⊗O K) = dO ⊗O K ⊆ (Ow1 + · · ·+ Own)⊗O K ∼= Kw1 + · · ·+Kwm.

So L = Kw1 + · · · + Kwm. Thus, w1, . . . , wm is a K-basis of L/K. Then dimk(O/pO) = [L : K].
In order to prove the second identity, let us consider the descending chain of k-vector spaces:
O/Pej

j ⊇ Pj/P
ej
j ⊇ · · · ⊇ P

ej−1
j /P

ej
j ⊇ {0}. Let 0 ⩽ ν ⩽ ej − 1 and α ∈ Pν

j ∖Pν+1
j . Define

φ : O ! Pν
j /P

ν+1
j

a 7! αa+Pν+1
j .

Then φ is a homomorphism with Ker(φ) = Pj . Since Pν
jPj = Pν+1

j ⊊ Pν
j = Pν

jO and Pj ⊊ O
is maximal, there is no proper ideal between Pν+1

j and Pν
j . Also, Pν

j | αO and Pν
j | Pν+1

j , we

have Pν
j = gcd(αO,Pν+1

j ) = αO + Pν+1
j and then Pν

j /P
ν+1
j = αO/Pν+1

j = Im(φ). Hence φ is

surjective and so Pν
j /P

ν+1
j

∼= O/Pj . Thus, dimk(P
ν
j /P

ν+1
j ) = dimk(O/Pj) = [O/Pj : k] = fj .

Therefore, each quotient in the chain O ⊇ Pj ⊇ P2
j ⊇ · · · ⊇ P

ej
j has dimension fj over k. So each

successive quotient in the filtration O/Pej
j ⊇ Pj/P

ej
j ⊇ P2

j/P
ej
j ⊇ · · · ⊇ 0 has dimension fj over k.

So

dimk(O/P
ej
j ) =

ej−1∑
ν=0

dimk(P
ν
j /P

ν+1
j ) =

ej−1∑
ν=0

fj = ejfj .
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Example 2.74. Let O = Z and K = Q and L = Q(i). Then O = Z[i] and [L : K] = 2. Recall

pZ[i] =

 ⟨1 + i⟩2 if p = 2
pZ[i] if p ≡ 3 (mod 4)
p1p2 = ⟨p, i+ α⟩⟨p, i− α⟩ if p ≡ 1 (mod 4)

,

with  r = 1, e = 2
r = 1, e = 1
r = 2, e1 = e2 = 1

.

(a) Let p = 2. Since e(⟨1 + i⟩/2) = 2, we have [Z[i]/⟨1 + i⟩ : Z/2Z] = f(⟨1 + i⟩/2) = 1. So
Z[i]/⟨1 + i⟩ ∼= Z/2Z = F2. Or we can check this directly. Since ⟨2⟩ = ⟨1 + i⟩2 and the prime
factorization is unique, we have ⟨1 + i⟩ ⩽ Z[i] is prime. Or since NK/Q(1 + i) = 2 is prime in Z, by
the multiplicativity of NK/Q, 1 + i is prime in Z[i] and so ⟨1 + i⟩ ⩽ Z[i] is prime. Define

φ : Z! Z[i]/⟨1 + i⟩
m 7! m+ ⟨1 + i⟩

Since φ(1) = 1 + ⟨1 + i⟩ and φ(−1) = −1 + ⟨1 + i⟩ = i+ ⟨1 + i⟩, we have φ is surjective. Since in
Z[i], 1 + i | 2 and then 2Z ⊆ Ker(φ). Let m ∈ Ker(φ) ⊆ Z. Then 1 + i | m. So 2 = NK/Q(1 + i) |
NK/Q(m) = m2. Hence 2 | m and so m ∈ 2Z and thus Ker(φ) ⊆ 2Z. Or we can check it using

Z[i]/⟨1+ i⟩ ∼= Z[i]/⟨2, 1+ i⟩ ∼= Z[x]/⟨2, x+1, x2 +1⟩ ∼= F2[x]/⟨x+1, (x+1)2⟩ ∼= F2[x]/⟨x+1⟩ ∼= F2.

(b) Let p = 3. Since 3Z[i] ⊆ Z[i] is prime, we have r = 1 and e(3Z[i]/3) = 1, So f(3Z[i]/3) = 2. Or
we can check it directly: Z[i]/3Z[i] ∼= Z[x]/⟨3, x2 + 1⟩ ∼= F3[x]/⟨x2 + 1⟩. Since

(−1
3

)
= −1, x2 + 1 is

irreducible in F3[x] and then F3[x]/⟨x2 + 1⟩ is a degree 2 extension of F3, in fact, F3[x]/⟨x2 + 1⟩ ∼=
{a+ bθ | a, b ∈ F3, θ

2 = −1} ∼= F9 ̸∼= Z/9Z. So f(3Z[i]/3) = [F9 : F3] = 2.

(c) Let p = 5. Then 5Z[i] = p1p2 with p1 = ⟨5, i+ 2⟩ = ⟨i+ 2⟩ and p2 = ⟨5, i− 2⟩ = ⟨i− 2⟩. Since
e(p1/5) = 1 = e(p2/5) and 2 = e(p1/5)f(p1/5) + e(p2/5)f(p2/5), we have f(p1/5) = 1 = f(p2/5).
Or we can check it direcly. Define

φ : Z! Z[i]/p1
m 7! m+ p1

Since φ(1) = 1 + p1 and φ(−2) = −2 + p1 = i+ p1, we have φ is onto. Similarly, Ker(φ) = 5Z. So
Z/5Z ∼= Z[i]/p1 and thus f(p1/⟨5⟩) = 1.

2.4 Relative Extensions

Assumption 2.75. Let O be a Dedekind domain and K = Frac(O). Let L be finite and separable
extension of K. Let O be integral closure of O in L.

Definition 2.76. L/K is called a relative extension.

Definition 2.77. We can generalize the application norm as follows: N : JL ! JK by P 7! pf(P/p),
which is a group homomorphism. This defines a relative norm for ideals, which is itself an ideal!



24 CHAPTER 2. DEDEKIND DOMAIN

Definition 2.78. (a) We define the relative discriminant ∆(O/O) of O/O be the ideal of O gen-
erated by elements of the form d(α1, . . . , αn), where {α1, . . . , αn} ⊆ OK is a K-basis of L.

(b) Let A ⊆ B be a subring such that B ∼= An. We define the relative discriminant ∆(B/A) of
B/A be the ideal of A generated by all A-basis of B.

Remark. The two definitions agree when they both apply.

Proposition 2.79. Assume O ∼= On and ∆(O/O) ̸= 0. Then {β1, . . . , βn} forms an O-basis for O
if and only if ∆(O/O) = d(β1, . . . , βn)O.

Proof. ⇐= We are done.
=⇒ It follows since discriminants of bases differ by a change of basis matrix whose determinant

is in O×.

Example 2.80. Let K be a number field, then ∆(OK/Z) = ∆KZ.

Lemma 2.81. Assume O ∼= On. Let {e1, . . . , en} be an O-basis of O and 0 ̸= a ⊆ O an ideal.
Then {e1, . . . , en} = {e1 (mod aO), . . . , en (mod aO)} is a basis of O/a-module O/aO. Moreover,
d(e1, . . . , en) ≡ d(e1, . . . , en) (mod a). So ∆(O/O) (mod a) = ∆

(
(O/aO)/(O/a)

)
.

Proof. Since {e1, . . . , en} is a O-basis for O, we have an O-module isomorphism On ! O given by
(a1, . . . , an) 7!

∑n
i=1 aiei. Since O/aO ∼= O ⊗O O/a ∼= On ⊗O O/a ∼= (O/a)n, we have another

isomorphism (O/a)n ! O/aO given by (a1 + a, . . . , an + a) 7!
∑n

i=1 aiei. Thus, {e1, . . . , en} is a
basis for O/aO as an O/a-module. For the second part, just use the result on bases and definition
of discriminant d.

Lemma 2.82. Let A ⊆ Bj for j = 1, . . . ,m and with Bj an A-module of finite rank. Then
∆
(
(
∏m

j=1Bj)/A
)
=
∏m

j=1 ∆(Bj/A).

Proof. For j = 1, . . . ,m, choose an A-basis ϵj =
{
e
{j}
1 , . . . , e

{j}
nj

}
for Bj . Then we compute

∆
(
(
∏m

j=1Bj)/A
)
using the basis

⋃m
j=1 ϵj .

Definition 2.83. An algebra over a field (often simply called an algebra) is a vector space equipped
with a bilinear product.

Lemma 2.84. Let k be a perfect field and A a finite k-algebra. Then A is reduced (no nilpotent
elts) if and only if ∆(A/k) ̸= ⟨0⟩.

Theorem 2.85. Let 0 ̸= p ⊆ O be prime. We have p ramifies in O if and only if p | ∆(O/O).

Proof. Write pO = Pe1
1 · · ·Per

r with distinct prime P1, . . . ,Pr and e1, . . . , er ⩾ 1. CRT gives
O/pO ∼=

⊕r
j=1 O/P

ej
j . Claim. p ramifies if and only if O/pO is not reduced. ⇐= We are done.

=⇒ If there exists ej > 1, for example, ei = 2, then there exists pi ∈ Pi ∖ P2
i . So in O/P2

i ,
0 ̸= pi + P2

i ∈ Pi/P
2
i ⊆ O/P2

i . Since p2i ∈ P2
i , we have in O/P2

i , (pi + Pi)
2 = p2i + P2

i = 0.
So (0, . . . , pi + Pi, . . . , 0) is a nilpotent of

⊕r
j=1 O/P

ej
j and then O/pO has a nilpotent element

and hence is not reduced. Since O/p is perfect and [O/pO : O/p] = [L : K], we have O/pO is not
reduced if and only if ∆

(
(O/pO)/(O/p)

)
= 0 if and only if ∆(O/O) (mod p) = 0 if and only if

p | ∆(O/O).

Corollary 2.86. There are finitely many primes of O that ramify in O.
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Proof. Since ∆(O/O) is an ideal of O and O is a Dedekind domain, ∆(O/O) has a unique prime

factorization ∆(O/O) = pe11 · · · perr . If p | ∆(O/O), then p = pf11 · · · pfrr with 0 ⩽ fi ⩽ ei for
i = 1, . . . , r. So there are just finitely many primes of O that ramify in O.

Corollary 2.87. A prime 0 ̸= p ∈ Z ramifies in K if and only if p | ∆K.

Example 2.88. In Z[i], the only prime which ramifies is 2 and ⟨2⟩ = ⟨1 + i⟩2.

Example 2.89. In Z[
√
19], the only primes which ramify are 2 and 19, and ⟨2⟩ = ⟨2,

√
19 − 19⟩2

and ⟨19⟩ = ⟨
√
19⟩2.

Remark. We saw in quadratic fields p ramifies in Q(
√
d) = K if and only if

(
∆K
p

)
= 0.

Lemma 2.90. If O = O[α] and f is the minimal polynomial of α over K. Then O[x]/⟨f⟩ ∼= O.

Proof. Since α ∈ O, f ∈ O[x]. We have a O-linear ring homomorphism φ : O[x] ! O[α] = O
given by x 7! α. Then Ker(φ) ⊇ ⟨f⟩. Let g ∈ Ker(φ) and write g = qf + r with q, r ∈ O[x]
and deg(r) < deg(f). Then 0 = φ(g) = φ(q)φ(f) + φ(r). Since φ(f) = 0, φ(r) = 0. Let
r = a0 + a1x + · · · + anx

n with n < deg(f), a1, . . . , an ∈ O and an ̸= 0. Since 0 = φ(r) =
a0 + a1α + · · · + anα

n, we have αn + · · · + a1

an
α + a0

an
= 0. Since f is the minimal polynomial of

α, an = 0, we have r = 0. So g = qf ∈ ⟨f⟩ and then Ker(φ) ⊆ ⟨f⟩. Thus, Ker(φ) = ⟨f⟩ and so
O[x]/⟨f⟩ ∼= O[α] = O.

Theorem 2.91 (Dedekind factorization criterion). Suppose O = O[α] and let f be the minimal
polynomial of α over K. Let p ⊆ O be prime. Write f ≡

∏
j g

ej
j (mod p). Then the prime factor-

ization is pO =
∏

j⟨p, gj(α)⟩ej . Moreover, for any j, the residue field O/⟨p, gj(α)⟩ ∼= (O/p)[x]/⟨gj⟩
and so the residue class degree fj is equal to the degree of gj.

Proof. Since O[x]/⟨f⟩ ∼= O[α] = O, we have a ring homomorphism

O/⟨p⟩ = O/pO ∼= O⊗O O/p = O[α]⊗O O/p ∼= O[x]/⟨f⟩⊗O O/p ∼=
O[x]/⟨f⟩
pO[x]/⟨f⟩

=
O[x]/⟨f⟩

⟨p⟩
∼= k[x]/⟨f⟩.

Or O/⟨p⟩ ∼= O[x]/⟨f⟩
⟨p⟩

∼= O[x]
⟨p,f⟩

∼= k[x]/⟨f⟩.
Our goal is to find all prime ideals (maximal ideals) in O containing pO, which corresponding

to the maximal ideal of O/⟨p⟩ or k[x]/⟨f⟩. The ideal of k[x]/⟨f⟩ corresponds the ideal of k[x]
containing f , since k[x] is a PID, these ideals are actually the ideals ⟨gj⟩, where gj | f . Note∏

j g
ej
j = 0 in k[x]/⟨f⟩, but no product with smaller exponents is zero and note

⟨gj⟩+ ⟨f⟩ ! ⟨gj(α)⟩+ pO in O/pO,

⟨gj⟩ ! ⟨p, gj(α)⟩ =: Pj in O.
So {P1, . . . ,Pr} is the complete set of prime ideals containing pO and hence is the complete set
of prime divisors of p. This corresponds to ej being the power of Pj = ⟨p, gj(α)⟩, and ej is
characterized by the fact that pO contains

∏
P

ej
j , but it does not contain the product when any ej

is replaced with a smaller value. Thus, ej is the exponent of gj occuring in the factorization of f .
Since

O
⟨p, gj(α)⟩

=
O[α]

⟨p, gj(α)⟩
=

O[α]/p[α]

pO[α]/p[α] + gj(α)O[α]/p[α]
∼=

k[α]

gjk[α]
= k[α]/⟨gj⟩,

we have fj = f(Pj/p) = [O/Pj : O/p] = [O[α]/⟨p, gj(α)⟩ : O/p] = [k[α]/⟨gj⟩ : k] = deg(gj).
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Remark. The idea behind Dedekind’s criterion is to relate the monic irreducible factorization of
f in (O/p)[x] to the prime ideal factorization of pO.

Example 2.92. Let f = x3+10x+1 ∈ Z[x] and α be a root of f and K = Q(α). Note ∆(1, α, α2) =
−4027, and since 4027 is prime, the discriminant is square-free. Also, since ∆(1, α, α2) = ∆(Z[α]) =
[OK : Z[α]]2∆(OK), we have OK = Z[α]. A couple of prime factorization is x3 + 10x + 1 =
(x + 1)(x2 + x + 1) (mod 2). Then 2OK = ⟨2, α + 1⟩⟨2, α2 + α + 1⟩ = p1p2. So r = 2, e(p1/2) =
1 = e(p2/2) and f(p1/2) = 1, f(p2/2) = 2. Since 3 = 1 · 1 + 1 · 2, we verified [K : Q] =

∑r
j=1 ejfj .

Another couple of prime factorization is x3 + 10x + 1 = (x + 2215)2(x + 3624) (mod 4027). Then
4027OK = ⟨4027, α+2215⟩2⟨4027, α+3624⟩ = p21p2. So r = 2, e(p1/4027) = 2, e(p2/4027) = 1 and
f(p1/4027) = 1 = f(p2/4027). Finally, factorization in OK from this relys on writting O = Z[α]. If
not trivial, let K = Q(α), then Z ⊆ Z[α] ⊆ OK. Can we always use the theorem to find factorization
in Z[α]?

Theorem 2.93. Let α ∈ OK such that K = Q(α). Let f be the minimal polynomial of α over
Q. For any p ∤ [OK : Z[α]], write f ≡

∏r
j=1 g

ej
j (mod p). Then the prime factorization is pOK =∏r

j=1⟨p, gj(α)⟩e1 · · · ⟨p, gj(α)⟩er with fj = deg(gj).

Proof. Note OK/pOK ∼= Z[x]/⟨f⟩
⟨p⟩

∼= Z[x]
⟨p,f⟩

∼= Fp[x]/⟨f⟩. Let m = [OK : Z[α]] and assume p ∤ m. Then

the additive group OK/Z[α] has order m. So for any x ∈ OK, m(x+ Z[α]) = Z[α], i.e., mx ∈ Z[α].
Since x ∈ OK is arbitrary, mOK ⊆ Z[α] ⊆ OK. Given any prime l ∈ Z, we have a natural ring
homomorphism Z[α]/lZ[α] ! OK/pOK. (conrad) If we take l = p, we claim this is a surjective.
Since p ∤ m, gcd(p,m) = 1. Then there exists m′ ∈ Z such that mm′ ≡ 1 (mod p). Let x ∈ OK, we
have x ≡ m′mx (mod pOK). Since mx ∈ mOK ⊆ Z[α], m′mx ∈ Z[α]. Hence m′mx + pZ[α] maps
to m′mx+ pOK = x+ pOK and so Z[α]/pZ[α]! OK/pOK is surjective. Since Z[α] and OK are both
free Z-module of rank [K : Q], Z[α]/pZ[α] and OK/pOK both have p[K:Q] elements. Thus, we have
the module isomorphism Z[α]/pZ[α] ∼= OK/pOK. Now apply the previous theorem.



Chapter 3

Ramification Theory

3.1 Galois Theory

Definition 3.1. Let K and L be number fields. The compositive field of K and L, denoted KL, is
defined to be KL =

{∑finite
aibi : ai ∈ K, bi ∈ L

}
.

Remark. Note

KL

K L

K ∩ L

Q

Remark (Facts). (a) deg(KL/K) ⩽ deg(L/K ∩ L) and deg(KL/L) ⩽ deg(K/K ∩ L).

(b) deg(KL/Q) ⩽ deg(K/Q) deg(L/Q), where the equality is attained when L and K are Galois
with L ∩ K = Q.

(c) Since OK ⊆ OKL and OL ⊆ OKL, OKOL ⊆ OKL.

Theorem 3.2. Let K,L be number fields and K ∩ L = Q and K/Q and L/Q are Galois. Let
d = gcd(∆K,∆L). Then

(a) OKL ⊆ 1
dOKOL.

(b) If d = 1, then OKL = OKOL and ∆KL = ∆
deg(L/Q)
K ·∆deg(K/Q)

L .

Proof. (a) Let {α1, . . . , αm} be a Z-basis of OK and {β1, . . . , βn} be a Z-basis of OL. Since L∩K = Q
and L/Q and K/Q are Galois, [KL : Q] = [K : Q][L : Q]. So {αiβj} gives a basis for KL/Q. Given
γ ∈ OKL, write γ =

∑
ij

aij

M αiβj with aij ∈ Z and M ∈ Z and gcd(a11, . . . , amn,M) = 1. NTS:

27
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M | d = gcd(∆K,∆L). Fix τ : L ↪! Q, and let σ1, . . . , σm be the distinct Q-embeddings K ↪! Q.
Each σk extends to an embedding σ̃k : KL ↪! Q such that σ̃k|L = τ . Then for k = 1, . . . ,m,
σ̃k(αiβj) = σ̃k(αi)σ̃k(βj) = σk(αi)τ(βj) and then σ̃k(γ) =

∑m
i=1

∑n
j=1

aij

M σk(αi)τ(βj). Set for

i = 1, . . . ,m, xi =
∑n

j=1
aij

M τ(βj) ∈ τ(L). Then σ̃k(γ) =
∑m

i=1 σk(αi)xi. So x = (x1, . . . , xm)t is

a solution of (σk(αi))x =

 σ̃1(γ)
...

σ̃m(γ)

. Since the σk(αi) and σ̃k(γ)’s are integral over Z, Cramer’s

rule gives det(σk(αi))xi is also integral over Z. Also, since det(σk(αi)) is integral over Z, we have
(det(σk(αi)))

2xi is integral over Z. So ∆Kxi is integral over Z. Also, since ∆Kxi ∈ τ(L), we have

∆Kxi ∈ τ(OL) and then ∆Kxi =
∑n

j=1
∆Kaij

M τ(βj) ∈ τ(OL). Hence M | ∆K and similarly, M | ∆L.

Thus, M | gcd(∆K,∆L) and thus OKL ⊆ 1
dOKOL.

(b) Since d = 1, OKOL ⊆ OKL ⊆ OKOL, i.e., OKL = OKOL. Since {αiβj} is a Z-basis of OKL, by

the definition of ∆KL? ∆KL = ∆
deg(L/Q)
K ·∆deg(K/Q)

L .

Example 3.3. Let K = Q(i) and L = Q(
√
−3), we have KL = Q(i,

√
−3).

KL

K L

Q
2 2

Since any degree 2 extension are Galois, K/Q and L/Q are both Galois. Since gcd(∆K,∆L) =

gcd(−4,−3) = 1, we have OKL = OKOL = Z[i]Z
[
1+

√
−3

2

]
= Z

[
1, i, 1+

√
−3

2 , i 1+
√
−3

2

]
. Also, since

K ∩ L = Q, ∆KL = (−4)deg(L/Q)(−3)deg(K/Q) = 32 · 42. Or use SAGE, we find KL ∼= Q[x]/⟨x4 −
4x2 + 16⟩ and ∆KL = 24 · 32.

Example 3.4. Let K = Q(i) and L = Q( 3
√
2), we have L/Q is not Galois. Note OL = Z[ 3

√
2]. We

can factor primes in L, based on how x3 − 2 factors modulo these primes.

Q(i, 3
√
2)

Q(i) Q( 3
√
2)

Q

3 2

2 3

It is a degree 6 extension of Q. Only Q(i)/Q and Q(i, 3
√
2)/Q( 3

√
2) are Galois extension.
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By SAGE, the minimal polynomial of KL/Q is f = x6 + 3x4 − 4x3 + 3x2 + 12x + 5. Then
KL ∼= Q[x]/⟨f⟩ ≡ Q(c), where c is a root of f . By SAGE,

OKL ∼= Z[15/22c5 + 4/11c4 + 17/22c3 + 7/22c2 + 2/11c+ 1/22,

1/2c5 + 1/2c, 1/2c5 + 1/2c4 + 1/2c3 + 1/2c2, c3, c4, c5].

Note [OKL : Z[c]] = 23 · 11.

(a) Factor in L. Since ∆L = −22 · 33, the only primes that ramify are 2 and 3.

• Let p = 2. Then x3 − 2 ≡ x3 (mod 2) and so 2OL = ⟨2, 3
√
2⟩3 =: p3. So r = 1, e(p/2) = 3 and

f(p/2) = 1. Since r = 1 and e = [L : Q], 2 is totally ramified.

• Let p = 3. Then x3 − 2 ≡ (x + 1)3 (mod 3) and so 3OL = ⟨3, 3
√
2 + 1⟩ =: p3. So r = 1,

e(p/3) = 3 and f(p/3) = 1. Since r = 1 and e = [L : Q], 3 is totally ramified.

• Let p = 5. Then x3 − 2 ≡ (x + 2)(x2 + 3x + 4) (mod 5) and so 5OL = ⟨5, 3
√
2 + 2⟩⟨5, 3

√
2 +

3 3
√
2 + 4⟩ =: p1p2. Hence e(p1/5) = 1 = e(p2/5), f(p1/5) = 1, f(p2/5) = 2 and r = 2. Thus, 5

is not ramified.

(b) Factor in KL. Since ∆KL = −28 · 36, the only prime that ramify are 2 and 3.

• Let p = 2. Then f ≡ (x+ 1)6 (mod 2) and so 2OKL = ⟨2, c+ 1⟩6 =: p6. So r = 1, e(p/2) = 6
and f(p/2) = 1. Since r = 1 and e = [KL : Q], 2 is totally ramified.

• Let p = 5. Then f ≡ x(x+ 4)(x2 + 2x+ 4)(x2 + 4x+ 2) (mod 5) and so 5OKL = ⟨5, c⟩⟨5, c+
4⟩⟨5, c2 + 2c + 4⟩⟨5, c2 + 4c + 2⟩ =: p1p2p3p4. Hence r = 4, e1(p1/5) = e2(p2/5) = e3(p3/5) =
e4(p4) = 1 and f(p1/5) = 1 = f(p2/5), f(p3/5) = 2 = f(p4/5). Since r = 4 > 1, 5 splits.

• Let p = 3. Then f ≡ (x2 + 2x+ 2)3 (mod 3) and so 3OKL = ⟨3, c2 + 2c+ 2⟩3 =: p3. So r = 1,
e(p/3) = 3 and f(p/3) = 2. Since r = 1 and e < [L : Q], 3 is ramified.

OKL

OK = Z[i] OL = Z[ 3
√
2]

Z

3.2 Ramification Theory

Let O be dedekind domain and K be Frac(O). Let O be the integral closure of O in L. P ⩽ O be
a prime dividing p ⊆ O. Let pO = Pe1

1 · · ·Per
r and Pp := {P1, . . . ,Pr}. Let L/K be finite Galois

extension with degree n, G = GL/K = Gal(L/K) and σ ∈ G.

Remark. If one takes a prime p ⩽ O, what happens when p is lifted to O, that is pO?

Theorem 3.5. We have σ|O : O
∼=−! O given by a 7! σ(a).

Proof. Let a ∈ O. Then σ(a) ∈ O and so σ|O is well-defined. Since σ : L ! L is an isomorphism,
σ|O is a homomorphism and 1-1. Let α ∈ O. Since G is a group, there exists σ−1 ∈ G and
σ−1(α) ∈ O. By the associativity of group action, σ(σ−1(α)) = (σ ◦ σ−1)(α) = α, σ is onto.
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Lemma 3.6. We have σ(P) ⩽ O is a prime dividing p, i.e., σ(P) ∈ Pp.

Proof. Let xy ∈ σ(P). Then there exists z ∈ P such that σ(z) = xy. Then P ∋ z = σ−1(σ(z)) =
σ−1(xy) = σ−1(x)σ−1(y). Since P ⩽ O is prime, σ−1(x) ∈ P or σ−1(y) ∈ P. So x = σ(σ−1(x)) ∈
σ(P) or y = σ(σ−1(y)) ∈ σ(P). Hence σ(P) ⩽ O is prime. Since p ⩽ O ⊆ K and p = P ∩ O,
p = σ(p) = σ(P ∩ O) ⊆ σ(P), i.e., σ(P) | p. Thus, p = σ(P) ∩ O.

Corollary 3.7. We have a well-defined group action φ : G× Pp ! Pp.

Definition 3.8. The prime ideal σ(P) is called the Galois conjugate of P.

Theorem 3.9. The Galois group G acts transitively on the primes P of O dividing p, i.e., for any
Pi,Pj ∈ Pp, there exists σ ∈ G such that σ(Pi) = Pj, i.e., φ is onto, i.e., there is only one orbit
Pp.

Proof. Let P1,P2 ⩽ O be distinct primes dividing p. Suppose P2 ̸= σ(P1), for any σ ∈ G. Apply
CRT to find x ∈ O such that x ≡ 0 (mod P2) and x ≡ 1 (mod σ(P1)) for any σ ∈ G. Then
NL/K(x) =

∏
σ∈G σ(x) = x

∏
id ̸=σ∈G σ(x) ∈ P2 ∩ O = p. Since x ̸≡ 0 (mod σ(P1)) for any σ ∈ G,

we have x ̸∈ σ(P1) for any σ ∈ G. Suppose there exists σ ∈ P1 such that σ(x) ∈ P1. Then there
exists y ∈ P1 such that σ−1(y) = x and so x ∈ σ−1(P1), a contrdiction. So σ(x) ̸∈ P1 for any
σ ∈ G. Since p is a prime ideal, NL/K(x) =

∏
σ∈G σ(x) ̸∈ P1 ∩ O = p, a contradiction.

Corollary 3.10. For any Pi,Pj ∈ Pp, Pi
∼= Pj .

Proof. Let σ ∈ G such that σ(Pi) = Pj . Then σ is onto. Since σ : L! L is an isomorphism, σ|Pi

is a homomorphism and 1-1.

Definition 3.11. The decomposition group of P over K is GP = DP = {σ ∈ G : σ(P) = P} ⩽ G,
where GP is the stabilizer of P in G. The decomposition field ZP is the fixed field of GP, i.e.,
ZP = LGP = {x ∈ L : σ(x) = x, ∀σ ∈ GP}.

Remark. [ZP : K] = [G : GP] = r. GP = Gal(L/ZP). If GP ⊴G, then ZP/K is also Galois.

Remark. The decomposition group encodes in group-theoretic language the number of different

prime ideals into which a prime ideal p of O decomposes in O. By orbit-stabilizer theorem, |G|
|GP| =

[G : GP] = #Pp = r. In particular,

GP = {id}(⇐⇒ ZP = L) ⇐⇒ n = r ⇐⇒ pO = P1 · · ·Pn ⇐⇒ p is totally split,

GP = G(⇐⇒ ZP = K) ⇐⇒ r = 1 ⇐⇒ pO = Pe1
1 ⇐⇒ p ramifies.

Proposition 3.12. The decomposition groups are conjugates of each other. If L/K is an abelian
extension, then Gσ(P) = GP, and often this will make people write Gp for GP.

Proof. By the associativity of group action, we have τ ∈ Gσ(P) if and only if τ(σ(P)) = σ(P) if and
only if σ−1τσ(P) = P if and only if σ−1τσ ∈ GP if and only if τ ∈ σGPσ

−1. So Gσ(P) = σGPσ
−1.

Moreover, If L/K is an abelian extension, G and GP are abelian and then Gσ(P) = GP.

Corollary 3.13. Let L/K be an abelian extension and p ⩽ O be prime. Then σ(pO) = pO for any
σ ∈ Gp.
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Proof. Since pO admits a unique prime factorization pO = Pe1
1 · · ·Per

r and σ(Pi) = Pi for i =
1, . . . , r, σ(pO) = pO.

Remark. The decomposition group regulates the prime decomposition also in the case of a non-
Galois extension. For subgroups U and V of a group G, consider the equivalence relation in G
defined by σ ∼ σ′ ⇐⇒ σ′ = uσv for u ∈ U, v ∈ V .

The correspoding equivalence classes UσV = {uσv : u ∈ U, v ∈ V } are called the double cosets
of G modulo U, V . The set of these double cosets, which form a partition of G, is denoted U\G/V .

Definition 3.14. Let Lgal be the Galois closure of L in some fixed K. (Lgal is the smallest Galois
extension of K that contains L.)

Remark. Since char(L) = ∞, Galois closure of L exsits.

Theorem 3.15. Let H = Gal(Lgal/L). If P is a prime ideal of Lgal over p, then the rule

H\G/GP ! GP

HσGP 7! σ(P) ∩ L

gives a well-defined bijection.

Example 3.16. Let ξ3 be the 3rd root of unity, then ξ33 = 1. In Q( 3
√
2), we have x3 − 2 =

(x− 3
√
2)(x− ξ3

3
√
2)(x− ξ23

3
√
2).

Q( 3
√
2, ξ3)

Q( 3
√
2) Q(ξ3) ∼= Q[x]/x2 + x+ 1

Q

2 3

3 2

Remark. In the Galois case, set P = P1. Then by previous theorem, for any Pj ∈ Pp, there exists
σj ∈ GL/K such thatPj = σj(P). Then the isomorphism σj : O ! O induces a field homomorphism
φ : O/P ! O/σj(P) given by a (mod P) 7! σj(a) (mod σj(P)). Since σj : O ! O is onto, φ is

onto. Since |OP| = |O/p|f = |N(p)|f < ∞, φ is 1-1. So for j = 1, . . . , r, fj = f(Pj/p) = [O/Pj :
O/p] = [O/P : O/p]. Then f1 = · · · = fr =: f . Furthermore, since σj : L ! L is an isomorphism
and σj(pO) = pO for j = 1, . . . , r, Pm | pO ⇐⇒ σj(P

m) | σj(pO) ⇐⇒ (σj(P))m | pO, i.e., for
j = 1, . . . , r, Pm | pO ⇐⇒ (σj(P))m | pO. So e1 = · · · = er =: e. Thus, pO = Pe1

1 · · ·Per
r =(∏

σ∈G/GP
σ(P)

)e
. Also, we have efr = n, where r = [G : GP] and n = |G|.

Theorem 3.17. Let PZ = P ∩ ZP be the prime ideal of ZP below P. Then PZ | p and

(a) PZ is non-split in L, i.e., P is the only prime over PZ .

(b) e(P/PZ) = e := e(P/p) and f(P/PZ) = f := f(P/p).

(c) e(PZ/p) = 1 = f(PZ/p).
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Proof. (a) The prime ideals above PZ are of the form σ(P) for σ ∈ Gal(L/ZP) = GP. Since
σ(P) = P for any σ ∈ G, P is the only prime over PZ .

L P

ZP PZ

K p

σ∈G

σ∈GP

σ∈G/GP

(b) Since n = efr = ef |G|
|GP| = ef [L:K]

|GP| = ef n
|GP| , we have |GP| = ef . Let e′ = e(P/PZ),

e′′ = e(PZ/p), f
′ = f(P/PZ) and f ′′ = e(PZ/p). Then pOZP

= Pe′′

Z · · · and by (1) we have

PZO = Pe′ . So pO = Pe′e′′ · · · . Also, since pO = Pe · · · , we have e = e′e′′. Note f = [O/P :
O/p] = [O/P : OZP

/PZ ][OZP
/PZ : O/p] = f ′f ′′. Since P is the only prime over PZ , the

fundamental identity for the decomposition of PZ ⩽ OZP
prime in L then reads [L : ZP] =

e(P/PZ)f(P/PZ)r(P/PZ) = e(P/PZ)f(P/PZ) = e′f ′. Also, since [L : ZP] = |GP| = ef , we
have ef = e′f ′, i.e., (e′e′′)(f ′f ′′) = e′f ′, i.e., e′′f ′′ = 1, i.e., e′′ = 1 = f ′′. Thus, e = e′, f = f ′.

Corollary 3.18. Let M/L/K be a tower of finite extension, and let P,P, p be prime ideals of
M,L and K, respectively. Then e(P/p) = e(P/P)e(P/p) and f(P/p) = f(P/P)f(P/p).

Remark. Let σ ∈ GP. Similarly, since σ(P) = P, σ : O
∼=−! O induces an automorphism

σ : O/P! O/P given by a (mod P) 7! σ(a) (mod P) of the residue class field O/P.

Remark (Notation). k(P) = O/P and k(p) = O/p.

Theorem 3.19. The extension k(P)/k(p) is normal and the map πP : GP ! Gal(k(P)/k(p)) with
πP(σ)(b+P) = σ(b) +P is a welll-defined surjective homomorphism.

Proof. Since f(PZ/p) = [OZP
/PZ : O/p] = 1, ZP has the same residue class field k(p) as K with

respect to p. So assume K = ZP. Then GP = G. Let α = α + P ∈ k(P), where α ∈ O is a
representative of α. Let f ∈ O[x] be the minimal polynomial of α over K and f be its image in
(O/p)[x]. Assume f =

∑n
i=0 aix

i, where a1, . . . , an ∈ O. Then f(α) =
∑n

i=0 aiα
i = 0 and modulo

P, we have
∑n

i=0(ai+p)(α+P)i = 0 (modP). So α = α+P is a root of f and thenmα,k(p) | f . Since
L/K is Galois and f is irreducible, f splits over O and then f splits over O/P = k(P). So mα,k(p)

splits over k(P) and thus k(P)/k(p) is normal. Let σ ∈ GP and b, c ∈ O with b+P = c+P. Since
σ(P) = P, we have σ(b− c) ∈ P and then σ(b) +P = σ(c) +P. So πP(σ)(b+P) = πP(σ)(c+P).
We have πP(σ) ∈ Aut(k(P)) by such computations as

πP(σ)((b+P)(c+P)) = πP(σ)(bc+P) = σ(bc) +P = σ(bc+P) = σ((b+P)(c+P))

= (σ(b) +P)(σ(c) +P) = πP(σ)(b+P)πP(σ)(c+P).

Also, since σ ∈ G, σ fixes O and then σ fixes k(p). So πP(σ) ∈ Gal(k(P)/k(p)). Hence πP is
well-defined. That πP is a homomorphism is similarly easily checked. Let θ = θ+P ∈ O/P be the
primitive element for the maximal separable subextension of O/P with θ a representative of θ. Let
σ ∈ Aut(k(P)/k(p)). Let g ∈ O[x] be the minimal polynomial of θ and g be its image in (O/p)[x].
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Similarly, g(θ) = 0 and so mθ,k(p) | g. Since σ(θ) is also a root of mθ,k(p), g(σ(θ)) = 0. So there

is an element θ′ that is a root of g such that θ′ + P = σ(θ). Since both θ and θ′ are roots of f ,
there exists σ ∈ G = GP such that θ′ = σ(θ). So πP(σ)(θ) = σ(θ) +P = θ′ +P = σ(θ) and then
πP(σ) = σ by choice of θ. Thus we have a surjective map GP ! Gal(k(P)/k(p)).

Definition 3.20. The kernel IP ⊆ GP of the surjective homomorphism GP ! Gal(k(P)/k(p)) is
called the inertia group of P over K. Then IP = {σ ∈ GP : σ(α) ≡ α (mod P),∀α ∈ O}. The
fixed field of IP, denoted TP, is called the inertia field of P over K.

Remark. For any σ ∈ G, Iσ(P) = σIPσ
−1. The inertia groups are conjugates of each other. Often

this will make people write Ip for IP.

Remark. The inertia field is the “largest field where P is unramified”.

L

TP

ZP

K

IP

GP

GP/IP

Remark. We have the exact sequence

1! IP
⊆
−! GP

id
−! Gal(k(P)/k(p))! 1.

Theorem 3.21. The extension TP/ZP is normal (Galois), and one has Gal(L/TP) ∼= IP and
GP/IP ∼= Gal(TP/ZP) ∼= Gal(k(P)/k(p)). If the residue field extension k(P)/k(p) is separable?
then one has |IP| = [L : TP] = e and [GP : IP] = [TP : ZP] = f . In this case, letting PT := P∩TP,
we have

(a) e(P/PT ) = e and f(P/PT ) = 1.

(b) e(PT /PZ) = 1 and f(PT /PZ) = f .

Proof. The first two statements follow from the identity |GP| = ef and the latter statements. Since
k(P)/k(p) is separable and normal, |Gal(k(P)/k(p))| = [k(P) : k(p)] = [O/P : O/p] = f(P/p) = f .

Since GP/IP ∼= Gal(k(P)/k(p)), |IP| = |GP|
|Gal(k(P)/k(p))| =

ef
f = e. Then

L

TP

ZP

K

IP

GP

e

f

r
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Since both ZP and TP are fixed field of some subgroup of the Galois group (Or since IP ⊆ GP),
similarly, p = PZ · · · = PT · · · = Pe · · · . So e(P/PT ) = e(P/p) = e.

As the inertia group IP of P over K is also the inertia group of P over TP, it follows from an
application of theorem 3.19 to the extension L/TP that Gal(k(P)/k(PT )) = 1. So k(P) = k(PT )
and thus f(P|PT ) = 1 and f(PT |PZ) = f .

P1 · · · Pr

P1T · · · PrT

P1Z
... PrZ

p

e 1 e 1

1 f 1 f

1

1 1 1 1

1

Remark. IP = {1} ⇐⇒ TP = L⇐⇒ e = 1 ⇐⇒ p is unramified in L.

Example 3.22. Let K = Q(i). Then Gal(K/Q) = {1, τ} = ⟨τ⟩ ∼= Z/2Z.

(a) Since 1 + i | 2, 2OK = ⟨1 + i⟩2 = P2. Since τ(P) = τ(⟨1 + i⟩) = ⟨1− i⟩ = ⟨1 + i⟩ = P, we have
τ ∈ GP and so GP = {1, τ} ∼= Z/2Z. Since |IP| = e = 2 and IP ⊆ GP, we have IP = GP.

Alternatively, since k(⟨1 + i⟩) = Z[i]/⟨1 + i⟩ ∼= F2 and k(2) = Z/2Z ∼= F2, we have Gal(k(⟨1 +
i⟩)/k(2)) ∼= 1 and so IP = Ker(GP ! 1) ∼= Ker(Z/2Z! 1) = Z/2Z. Note we have a exact sequence
1! Z/2Z! Z/2Z! 1! 1.

(b) We already know P = 3Z[i] is prime. Then e = 1 and so IP = 1. Since k(3) = Z/3Z ∼= F3

and k(3Z[i]) = Z[i]/3Z[i] ∼= F9, we have Gal(k(3Z[i])/k(3)) ∼= Z/2Z. Since τ(3Z[i]) = 3Z[i], we have
GP = ⟨τ⟩. Note we have a exact sequence 1! 1! Z/2Z! Z/2Z! 1.

(c) Recall we saw that 5Z[i] = P1P2 = ⟨2 − i⟩⟨2 + i⟩ and Z[i]/⟨2 − i⟩Z[i] ∼= F5. Since τ(P1) =
P2, τ(P2) = P1, GP1

= 1 = GP2
and hence IP1

= 1 = IP2
. Note we have a exact sequence

1! 1! 1! 1! 1.

Example 3.23. Let L = Q( 3
√
2, ξ3) be the splitting field of x3−2 = (x− 3

√
2)(x−ξ3 3

√
2)(x−ξ23

3
√
2).

Q( 3
√
2, ξ3)

Q( 3
√
2) Q(ξ3) ∼= Q[x]/x2 + x+ 1

Q

2 3

3 2
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Since gcd(2, 3) = 1, L/Q is Galois extension of degree 6. (Or follow from char(Q) = ∞.) Since
Gal(L/Q) acts as permutations of the 3 roots of x3 − 2, G ⩽ S3. Also, |G| = 6, Gal(L/Q) = S3. In
particular, Gal(L/Q) ∼= ⟨σ, τ⟩, where

σ :

{
3
√
2 7! ξ3

3
√
2

ξ3 7! ξ3
, τ :

{
3
√
2 7! 3

√
2

ξ3 7! ξ23 = −1− ξ3
.

Since σ2( 3
√
2) = σ(ξ3

3
√
2) = σ(ξ3)σ(

3
√
2) = ξ23

3
√
2, we have σ3( 3

√
2) = σ(ξ23

3
√
2) = σ(ξ23)σ(

3
√
2) =

ξ23ξ3
3
√
2 = 3

√
2. Also, τ2(ξ3) = τ(ξ23) = τ(ξ3)

2 = ξ43 = ξ3. Then |σ| = 3. Similarly, |τ | =
2. So {1, σ, σ2} ⩽ Gal(L/Q) and {1, τ} ⩽ Gal(L/Q). Also, στ = τσ2. Hence Gal(L/Q) =
{1, σ, σ2, τ, τσ, τσ2}. We have

σ2 :

{
3
√
2 7! ξ23

3
√
2

ξ3 7! ξ3
, τσ :

{
3
√
2 7! ξ23

3
√
2

ξ3 7! ξ23
, τσ2 :

{
3
√
2 7! ξ3

3
√
2

ξ3 7! ξ23
.

From SAGE, we can calculate L ∼= Q[x]/⟨f⟩, where f = x6 + 3x5 + 6x4 + 3x3 + 9x + 9 and
∆L = −24 · 37. So 2 and 3 are the only primes that ramify in L. If α is a root if f , then by
SAGE, [OL : Z[α]] = 35, and so we will avoid 3. We would use SAGE to do all the calculations,
but we choose to do these by hand instead. Define K := Q(ξ3). Then OK = Z[ξ3]. It is easy to
see K = Q(ξ3) = L⟨σ⟩. So L/K is Galois. There is 1-1 correspondence between the diagram of
subgroups of ⟨σ, τ⟩ and subfields for Q( 3

√
2, ξ3).

1

⟨τ⟩ ⟨τσ⟩ ⟨τσ2⟩

⟨σ⟩

⟨σ, τ⟩

Q( 3
√
2, ξ3)

Q( 3
√
2) Q(ξ3

3
√
2) Q(ξ23

3
√
2)

Q(ξ3)

Q

The subfields in the second diagram are precisely the fixed fields of the subgroups in the first
diagram. Since only the subgroup ⟨σ⟩⊴ ⟨σ, τ⟩, the subfield Q(ξ3) is the only subfield that is Galois
over Q. We can verify OL = Z[ξ3, 3

√
2] = Z[ξ3][ 3

√
2] = OK[

3
√
2].
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(a) Consider OK/2OK = Z[ξ3]/⟨2⟩ ∼= Z[x]/⟨x2 + x + 1, 2⟩ ∼= F2[x]/⟨x2 + x + 1⟩, where mξ3,Q(x) =
x2 + x + 1 is irreducible modulo 2. So p = 2OK ⩽ OK is prime with r = 1, e(p/2) = 1 and
f(p/2) = 2. Then |Ip| = e(p/2) = 1 and since r = 1, Gp = Gal(K/Q) = ⟨τ⟩ ∼= Z/2Z. Since
Gal(k(p)/k(2)) ∼= Gal(F4/F2) ∼= Z/2Z, we have an exact sequence

1! 1! ⟨τ⟩! ⟨τ⟩! 1.

Since [L : K] = 3, m 3√2,K(x) = x3 − 2 and then L ∼= K[x]/⟨x3 − 2⟩ ∼= K( 3
√
2). Since 3

√
2 ∈ OL,

we have OL/⟨p⟩ = OK[x]/⟨x3 − 2, p⟩ ∼=
OK
p [x]

⟨x3−2⟩ =
OK
2OK

[x]

⟨x3−2⟩
∼= F4[x]

⟨x3−2⟩ . Since x3 − 2 ≡ x3 (mod 2OK),

we have 2OL = 2OKOL = pOL = ⟨p, 3
√
2⟩3 =: P3. So r = 1, e(P/p) = 3 and f(P/p) = 1. Since

r = 1, GP/p = Gal(L/K) = ⟨σ⟩. Since e(P/p) = 3, IP/p = ⟨σ⟩. Since OL
P = OK[ 3√2]

⟨p, 3√2⟩
∼=

OK
p [ 3√2]

⟨ 3√2⟩
∼=

(OK/p)
deg(x) = OK/p, Gal(k(P)/k(p)) ∼= 1. Note we have an exact sequence

1! ⟨σ⟩! ⟨σ⟩! 1! 1.

Since P ⩽ OL,
3
√
2 ∈ P and ξ3 ∈ OK ⊆ OL, ξ3

3
√
2, ξ23

3
√
2 ∈ P and then σ(P) = P. Similarly,

since ξ2 ̸∈ P, τ(P) = P and then ⟨σ, τ⟩ ⩽ GP ⩽ Gal(L/Q) = ⟨σ, τ⟩. Hence GP = ⟨σ, τ⟩ ∼= S3.
Since e(P/2) = e(P/p)e(p/2) = 3, |IP| = 3. Also, since the only subgroup of GP of order 3 is ⟨σ⟩,
IP = ⟨σ⟩ ∼= Z/3Z. Similarly, f(P/2) = 2. Note we have an exact sequence

1! ⟨σ⟩! ⟨σ, τ⟩! ⟨τ⟩! 1.

Thus, we have

P

pT

pZ

p

2T

2Z

2

3 1

1 1

1 1

1 1

1 2

1 1

(b) Consider OK/p = OK/3OK ∼= Z[x]
⟨3,x2+x+1⟩

∼= F3[x]
⟨x2+x+1⟩ , where x

2 + x+ 1 ≡ (x− 1)2 (mod 3). So

3OK = ⟨3, ξ3 − 1⟩2 =: p2. So r = 1, e(p/3) = 2 and f(p/3) = 1. Then |Ip| = e(p/3) = 2 and since
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r = 1, Gp = K/Q = ⟨τ⟩. Since Ip ⩽ Gp and |Ip| = |Gp|, Ip = ⟨τ⟩. Since OK
p = Z[ξ3]

⟨3,ξ3−1⟩
∼= F3[ξ3]

ξ3−1
∼=

F3, we have Gal(k(p)/k(3)) ∼= 1. Note we have an exact sequence

1! ⟨τ⟩! ⟨τ⟩! 1! 1.

Since x3 − 2 ≡ x3 + 1 ≡ (x + 1)3 (mod 3OK), we have 3OL = ⟨3, 3
√
2 + 1⟩3 =: P3. So r = 1,

e(P/p) = 3 and f(P/p) = 1. Since r = 1, GP = Gal(L/K) = ⟨σ⟩. Since e(P/p) = 3, |IP| = 3.

Since OL
P

∼= OK[ 3√2]

⟨p, 3√2+1⟩
∼=

OK
p [ 3√2]

⟨ 3√2+1⟩
∼= OK/p, Gal(k(P)/k(p)) ∼= 1. Note we have an exact sequence

1! ⟨σ⟩! ⟨σ⟩! 1! 1.

Since e(P/2) = e(P/p)e(p/2) = 6 and f(P/2) = f(P/p)f(p/2) = 1, we have an exact sequence

0! ⟨σ, τ⟩! ⟨σ, τ⟩! 1! 1.

Thus, we have

P

pT

pZ

p

3T

3Z

3

3 1

1 1

1 1

2 1

1 1

1 1

(c) Consider OK/7OK = Z[ξ3]/⟨7⟩ ∼= Z[x]/⟨x2 + x + 1, 2⟩ ∼= F7[x]/⟨x2 + x + 1⟩, where mξ3,Q(x) =
x2 + x + 1 = (x − 2)(x + 3) (mod 7). So 7OK = ⟨7, ξ3 − 2⟩⟨7, ξ3 + 3⟩ =: p1p2. Then r = 2,
e(p1/7) = 1 = e(p2/7), as is expected since 7 ∤ ∆L and f(p1/7) = 1 = f(p2/7). Note τ(ξ3 + 3) =
−1 − ξ3 + 3 = 2 − ξ3. If τ(p2) = p2, then 2 − ξ3 ∈ p2, which means (2 − ξ3) + (3 + ξ3) = 5 ∈ p2.
Then 5, 7 ∈ p2. Since Z[ξ3] is a ED, 1 = gcd(5, 7) ∈ p2, a contradiction. So τ(p2) = p1. Similarly,
τ(p1) = p2. Hence Gp1

= 1 = Gp2
and so Ip1

= 1 = Ip2
. Note we have an exact sequence

1! 1! 1! 1! 1.

Now we consider p1OL and p2OL. We can easily check that x3 − 2 is irreducible modulo 7. Let
j ∈ {1, 2}. To factor pj in L, we want to factor x3 − 2 (mod pj). Since f(pj/7) = 1, OK/pj ∼= F7.
Since x3 − 2 is irreducible modulo 7, x3 − 2 is irreducible modulo pj as well. So Pj := pjOL is
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prime and then r = 1, e(Pj/pj) = 1 and f(Pj/pj) = 3. Since e(Pj/pj) = 1, IPj/pj
= 1. Since

f(Pj/pj) = 3, Gal(k(Pj)/k(pj)) = ⟨σ⟩. So GPj/pj
= ⟨σ⟩. Note we have an exact sequence

1! 1! ⟨σ⟩! ⟨σ⟩! 1.

Since e(Pj/2) = e(Pj/pj)e(pj/2) = 1 and f(Pj/2) = f(Pj/pj)f(pj/2) = 3, we have an exact
sequence

0! 1! ⟨σ⟩! ⟨σ⟩! 1.

Thus, we have

P1 P2

p1T p2T

p1Z p2Z

p1 p2

71T 72T

71Z 72Z

7

1 1 1 1

1 3 1 3

1 1 1 1

1 1 1 1

1 1 1 1

1

1 1

1

(d) Consider OK/5OK = Z[ξ3]/⟨5⟩ ∼= Z[x]/⟨x2 + x + 1, 2⟩ ∼= F2[x]/⟨x2 + x + 1⟩, where mξ3,Q(x) =
x2 + x + 1 is irreducible modulo 5. So p = 5OK ⩽ OK is prime with r = 1, e(p/2) = 1 and
f(p/2) = 2. So |Ip| = e(p/2) = 1 and since r = 1, Gp = Gal(K/Q) = ⟨τ⟩ ∼= Z/2Z. Since
Gal(k(p)/k(2)) ∼= Gal(F4/F2) ∼= Z/2Z, we have an exact sequence

1! 1! ⟨τ⟩! ⟨τ⟩! 1.

Since [L : K] = 3, m 3√2,K(x) = x3 − 2 and then L ∼= K[x]/⟨x3 − 2⟩ ∼= K( 3
√
2). Since 3

√
2 ∈ OL,

we have OL/⟨p⟩ = OK[x]/⟨x3 − 2, p⟩ ∼=
OK
p [x]

⟨x3−2⟩ =
OK
5OK

[x]

⟨x3−2⟩ . Since 2 is a multiple root and L/K
is Galois, x3 − 2 ≡ (x + 2)(x + α(ξ3))(x + β(ξ3)) (mod 5OK) for some α(ξ3), β(ξ3) ∈ 5Z[ξ3].
Then 5OL = ⟨2, 3

√
2 + 2⟩⟨2, 3

√
2 + α(ξ3)⟩⟨ 3

√
2 + β(ξ3)⟩ =: P1P2P3. So r = 3, e(Pi/p) = 1 and

f(Pi/p) = 1 for j = 1, 2, 3. Let j ∈ {1, 2, 3}. Since e(Pj/p) = 1, IPj/p = 1. Since f(Pj/p) = 1,
Gal(k(P1)/k(p)) = 1. Note we have an exact sequence

1! 1! 1! 1! 1.

Since e(Pj/2) = e(Pj/p)e(p/2) = 1 and f(Pj/2) = f(Pj/p)f(p/2) = 2, we have an exact sequence

1! 1! ⟨τ⟩! ⟨τ⟩! 1.
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Thus, we have

P1 P2 P3

p1T p2T p3T

p2Z p2Z p3Z

p

5T

5Z

5

1 1 1 1 1 1

1 1 1 1 1 1

1

1
1 1

1

1

1 1

1 2

1 1
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Chapter 4

Cyclotomic Extension

4.1 Roos of Units

Definition 4.1. Let K be a field. An nth root of unity in K is a root of the polynomial xn − 1.
Since xn − 1 has at most n roots in any field, there are at most n different nth roots of unity. We
say an nth root of unity ξn is primitive if ξnn = 1 and ξmn ̸= 1 for 1 ⩽ m < n, i.e., ξn is an element
of order n in K×.

Remark. Any two primitive nth roots of unity in a field K are powers of each other.

Example 4.2. (a) The nth roots of unity in R are {±1}.

(b) The nth roots of unity in C are the numbers
{
e

2πim
n , 0 ⩽ m ⩽ n− 1

}
.

(c) The pth roots of unity in Fp are {1} since 0 = xp − 1 = (x − 1)p in Fp. So the map Fp ! Fp

given by x 7! xp is 1-1.

Theorem 4.3. Let K be field. Then any finite subgroup of K× = K ∖ {0} is cyclic. In particular,
the group of nth roots of unity in K is cyclic.

Proof. Let K be a field and G be a finite subgroup of the abelian group K×. Let m ∈ G have
maximal order N . Suppose there exists g ∈ G with |g| ∤ N . Since |gm| = lcm(|g|, |m|) > |m| = N ,
a contradiction. So for any g ∈ G, we have |g|

∣∣ N . Hence for any g ∈ G, g is a root of xN − 1.

Then #G ⩽ N . Also, since N
∣∣ |G|, we have #G = N . Thus, G = ⟨m⟩.

Example 4.4. (a) The group of nth roots of unity in C is cyclic with generator e2πi/n.

(b) Any subgroup of (Z/pZ)× is cyclic.

(c) Since Z/prZ for r > 1 is not a field, (Z/prZ)× is not necessarily cyclic. For example, (Z/8Z)×
is not cyclic.

(d) Z/nZ is an additive cyclic group for any n ∈ N and there are φ(n) primitive nth roots of unity.

41
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(e) (Z/nZ)× is cyclic if and only if n = 1, 2, 4, pk or 2pk, where p is an odd prime and k ⩾ 1. If
(Z/nZ)× is cyclic, there are φ(φ(n)) primitive φ(n)th roots of unity mod n, i.e., there are φ(φ(n))
elements of order φ(n) in (Z/nZ)×. In particular, there are φ(p − 1) primitive (p − 1)th roots of
unity in (Z/pZ)×. For example, 3 is a primitive 6th root of unity but 2 is not.

Corollary 4.5. Let ξn = e
2πi
n be the nth root of unity. Then ξmn = e

2πi
n m is a primitive nth root

of unity if and only if gcd(m,n) = 1.

Proof. Follow from K× is a group.

4.2 Properties

Definition 4.6. We say an extension L/K is cyclotomic if L = K(ξn) for some nth root of unity
ξn ∈ K.

Remark. The term cyclotomic means “circle-dividing” which comes from the fact that the nth

roots of unity in C divide a cicle into n arcs of equal length

Remark. The important algebraic fact we will explore is that cyclotomic extensions of every field
have an abelian Galois group. Other constructions of abelian extensions are Kummer extensions,
Artin-Schreier-Witt extension and Carlitz extensions, but these all require special conditions on the
base field.

Remark. Consider a cyclotomic extension K(ξn)/K with ξn a primitive nth root of unity. Then
xn − 1 has every power of ξn as a root, so it has n different roots. Hence xn − 1 is separable over
K. Conversely, if xn − 1 is separable over K, then it has n different roots, so they form a cyclic
group under multiplication. Then there is a (primitive) root of unity of order n among the nth roots
of unity. Therefore, when we construct cyclotomic extensions K(ξn)/K, little is lost by assuming
xn − 1 is separable over K if and only if xn − 1 and nxn−1 have no common roots if and only if
n ̸= 0 in K: char(K) = 0, or char(K) = p and (p, n) = 1.

Remark. In a field K, if there are n different nth roots of unity, we denote the group of them by
µn. For instance, in C we have µ2 = {1,−1} and µ4 = {1,−1, i,−i}. In F7, we have µ3 = {1, 2, 4}.
A generator of µn is denoted ξn which is a primitive nth root of unity. Let a ∈ Z. Since |ξn| = n,
we have |ξan| = n

(n,a) . So ξan is a generator if and only if (n, a) = 1. So when a field contains n

different nth roots of unity.

Remark. When xn − 1 is separable over K, K(ξn)/K is Galois since K(ξn) is the splitting field of
xn − 1 over K.

Lemma 4.7. For σ ∈ Gal(K(ξn)/K), there is aσ ∈ Z with (n, aσ) = 1 such that σ(ξn) = ξaσ
n .

Proof. Since ξnn = 1 and ξjn ̸= 1 for 1 ⩽ j < n, we have σ(ξn)
n = 1 and σ(ξn) ̸= 1 for 1 ⩽ j < n. So

σ(ξn) is a primitive nth root of unity. Then σ(ξn) = ξaσ
n for some aσ ∈ Z with (n, aσ) = 1.

Example 4.8. In Q, the primitive 7th roots of unity are the 7th roots of unity besides 1 and they
are all roots of f(x) = x6 + · · ·+ x+ 1. This polynomial is irreducible over Q becasue it becomes
Eisenstein at 7 when we replace x with x+1: f(x) = x7+7x5+21x4+35x3+35x2+21x+7. This
implies, for instance, that ξ7 and ξ

2
7 have the same minimal polynomial over Q. Since Q(ξ7) = Q(ξ27),

there is an automorphism σ ∈ Gal(Q(ξ7)/Q) that sends ξ7 to ξ27 .
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Theorem 4.9. The mapping

Ψ : Gal(K(ξn)/K)! (Z/nZ)×

σ 7! aσ

is an injective group homomorphism, where σ(ξn) = ξaσ
n .

Proof. Let σ, τ ∈ Gal(K(ξn)/K). Then (σ ◦ τ)(ξn) = σ(ξaτ
n ) = σ(ξn)

aτ = (ξaσ
n )aτ = ξaσaτ

n . Also,
since (σ ◦ τ)(ξn) = ξaσ◦τ

n , we have ξaσ◦τ
n = ξaσaτ

n . So aσ◦τ ≡ aσaτ (mod n). Hence Ψ(σ ◦ τ) ≡
Ψ(σ)Ψ(τ) (mod n). Thus, Ψ is an homomorphism. Since Ker(Ψ) = {σ ∈ Gal(K(ξn)/K) : aσ ≡
1 (mod n)} = {σ ∈ Gal(K(ξn)/K) : σ(ξn) = ξn} = 1, we have Ψ is 1-1.

Remark. Since (Z/nZ)×, the embedded subgroup Gal(K(ξn)/K) is abelian. So cyclotomic exten-
sions are always abelian.

Example 4.10. Complex conjugation is an automorphism of Q(ξn)/Q(ξn) with order 2. Under the
embedding of Gal(Q(ξn)/Q) into (Z/nZ)×, complex conjugation corresponds to −1 mod n since
σ(ξn) = ξn = ξ−1

n .

Remark. The embedding of Gal(K(ξn)/K) into (Z/nZ) may not be surjective; that depends on K.
For instance, if K = R and n ⩾ 3, then K(ξn)/K = C/R is a quadratic extension. The nontrivial
R-automorphism of C is complex conjugation, whose effect on roots of unity in C is to invert them:
ξ = ξ−1. Therefore the embedding Gal(C/R) ↪! (Z/nZ)× for n ⩾ 3 has image {±modn}, which is
smaller than (Z/nZ)× unless n = 2, 3, 4 or 6.

Proposition 4.11. If f ∈ Z[x] is monic and g | f where g ∈ Q[x] is monic, then g ∈ Z[x].

Proof. Let f = gh. Then h ∈ Q[x] is also monic. So there exists α, β ∈ Q such that αg, βh ∈ Z[x]
are primitive. By Gauss’s lemma, αβgh = (αg)(βh) ∈ Z[x] is also primitive. Then αβ = ±1. So
α = ±1 = β. Hence g ∈ Z[x].

Corollary 4.12. Let K be a number field and α ∈ OK. If β is a root of mα(x), then mβ ∈ Z[x].

Theorem 4.13. The embedding Gal(Q(ξn)/Q) ↪! (Z/nZ)× is an isomorphism.

Proof. To prove Gal(Q(ξn)/Q) ↪! (Z/nZ)× is a surjection, it is enough to show for all a ∈ Z such
that (a, n) = 1 that ξn and ξan are Q-conjugate: their minimal polynomial over Q agree. Wlog.,
take a > 0 and in fact a > 1. Write a = p1 · · · pr, where pi’s are not necessarily distinct. Then
pi ∤ n for i = 1, . . . , r. To show ξn and ξan have the same minimal polynomial over Q, it suffices
to show, for each prime p not dividing n, that any primitive nth root of unity and its pth power
have the same minimal polynomial over Q, since then the successive pairs of primitive nth roots
of unity ξn, ξ

p1
n , ξ

p1p2
n , . . . , ξp1···pr

n = ξan have the same minimal polynomial over Q since each is a
prime power of the previous one. Suppose ξn and ξpn were not Q-conjugate for prime p ∤ n. Let
f(x) = mξn,Q(x) and g(x) = mξpn,Q(x). Then f ̸= g. Since f, g are monic, xn − 1 ∈ Z[x], f | xn − 1
and g | xn − 1, by previous proposition, f, g ∈ Z[x]. Write xn − 1 = fgh for h ∈ Q[x]. Then h is
monic and similarly, we have h ∈ Z[x]. Reducing the above equation modulo p, xn−1 = fgh. Since
p ∤ n, xn − 1 is separable in Fp[x]. Then f and g are relatively prime in F[x]. Since f and g are
monic, deg(f) = deg(f) and deg(g) = deg(g). So f and g are nonconstant. Since g(ξpn) = 0, g(xp)
has ξn as a root and then f(x) | g(xp) in Z[x]. Write g(xp) = f(x)k(x) for some k ∈ Z[x]. Reducing
the above equation modulo p and use the formula g(xp) = g(x)p in Fp[x] to get g(x)p = fk. Thus,
any irreducible factor of the nonconstant f is a factor of g, which contradicts relative primality of
f and g.
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Theorem 4.14. The pth power map φp : Fpn ! Fpn defined by φ(t) = tp generates Gal(Fpn/Fp).

Proof. Since Fpn is the splitting field over Fp of xp
n − x, which is separable, Fpn/Fp is Galois.

By Fermat little theorem, ap = a for any a ∈ Fp. So φp fixes Fp pointwisely. Also, Since φp

is a field homomorphism and φp(1) = 1, it is 1-1 and then onto. So φp ∈ Gal(Fpn/Fp). Since
#Gal(Fpn/Fp) = [Fpn : Fp] = n, it is enough to show |φp| = n. For r ∈ Z+ and t ∈ Fpn ,
φr
p(t) = tp

r

. Let φr
p be the identity map. Then tp

r

= t for all t ∈ Fpn , i.e., tp
r − t = 0 for any

t ∈ Fpn . So pr ⩾ pn, i.e., r ⩾ n. Hence |φp| ⩾ n. Since #Gal(Fpn/Fp) = n and φp ∈ Gal(Fpn/Fp),
|φp| = n.

Theorem 4.15. When p ∤ n, the image of Ψ : Gal(Fp(ξn)/Fp) ↪! (Z/nZ)× is ⟨p⟩. In particular,
[Fp(ξn) : Fp] is the order of p in (Z/nZ)×.

Proof. Since p ∤ n, xn − 1 is separable in Fp[x]. So [Fp(ξn) : Fp] = d for some d < n. By previous
theorem, Gal(F(ξn)/Fp) is generated by the pth power map φp. So φp(ξn) = ξpn. Also, by definition,

Ψ(φp) = aφp
, where φp(ξn) = ξ

aφp
n . Hence ξ

aφp
n = ξpn, i.e., aφp

≡ p (mod n). Thus, Ψ(φp) = p mod
n. Also, since Gal(Fp(ξn)/Fp) = ⟨φp⟩, we have d = [Fp(ξn) : Fp] = #Gal(Fp(ξn)/Fp) is the order
of p in (Z/nZ)×.

Remark. The field extension Q(ξn)/Q is Galois of degree φ(n). Then for any σ ∈ Gal(Q(ξn)/Q),
it permutes the set of primitive nth roots of unity in K×, i.e., Gal(Q(ξn/Q)) ∼= (Z/nZ)×.

Remark. If 2 ∤ n and n = pa1
1 · · · pak

k , (Z/nZ)× is isomorphic to a product of cyclic group, i.e.,

(Z/nZ)× ∼= (Z/pa1
1 Z)× × · · · × (Z/pak

k Z)× ∼= Z(pa1
1 − pa1−1

1 )/Z× · · · × Z/(pak

k − pak−1
k )Z.

Theorem 4.16. Let m,n ∈ Z⩾1, then Q(ξm)Q(ξn) = Q(ξlcm(m,n)).

Proof. Since ξ
n

gcd(m,n)

lcm(m,n) is a primitive mth root of unity, Q(ξm) ⊆ Q(ξlcm(m,n)). Similarly, Q(ξn) ⊆
Q(ξlcm(m,n)). So Q(ξm)Q(ξn) ⊆ Q(ξlcm(m,n)). Since ξmξn is a primitive lcm(m,n)th root of unity,
Q(ξm)Q(ξn) ⊇ Q(ξlcm(m,n)).

Theorem 4.17. Let m,n ∈ Z⩾1, then Q(ξm)∩Q(ξn) = Q(ξgcd(m,n)). In particular, if gcd(m,n) =
1, then Q(ξm) ∩Q(ξn) = Q.

Proof. Recall from elementary number theory, φ(n) = n
∏

p|n(1 − 1/p) for any n ∈ Z+. Then if

m,n ∈ Z+ with (m,n) = 1, then φ(mn) = φ(m)φ(n). If d | n, since ξd = ξ
n
d
n , Q(ξd) ⊆ Q(ξn). So

Q(ξm)∩Q(ξn) ⊇ Q(ξgcd(m,n)). Recall if L1/K and L2/K are Galois, then [L1L2 : K] = [L1:K][L2:K]
[L1∩L2:K] .

By previous theorem, [Q(ξlcm(m,n)) : Q] = [Q(ξm):Q][Q(ξn):Q]
[Q(ξm)∩Q(ξn):Q] . Then

[Q(ξm) ∩Q(ξn) : Q] =
φ(m)φ(n)

φ(lcm(m,n))
=
m
∏

p|m(1− 1/p) · n
∏

p|n(1− 1/p)

lcm(m,n)
∏

p|lcm(m,n)(1− 1/p)

=
mn

lcm(m,n)

∏
p|m(1− 1/p) ·

∏
p|n(1− 1/p)∏

p|lcm(m,n)(1− 1/p)

= gcd(m,n)
∏

p|gcd(m,n)

(1− 1/p) = φ(gcd(m,n)).

Hence [Q(ξm)∩Q(ξn) : Q] = φ(ξgcd(m,n)) = [Q(ξgcd(m,n)) : Q] and so Q(ξm)∩Q(ξn) = Q(ξgcd(m,n)).
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Corollary 4.18. For m,n ∈ Z+, φ(m)φ(n) = gcd(m,n) lcm(m,n).

Corollary 4.19. Let n = pa1
1 · · · pak

k be the decomposition of n into distinct prime powers. Then
Gal(Q(ξn)/Q) ∼= Gal(Q(ξpa1

1
)/Q)×· · ·×Gal(Q(ξpak

k
)/Q), i.e., (Z/nZ)× ∼= (Z/pa1

1 Z)× · · · (Z/pak

k Z)×,
which is the CRT. Note (Z/2kZ) is not cyclic unless k = 0, 1, 2, but for k > 2, (Z/2kZ)× ∼=
Z/2Z× Z/2k−2Z.

Proof. By previous theorem, we have Q(ξpa1
1
) · · ·Q(ξpak

k
) = Q(ξn) and Q(ξpa1

1
)∩ · · · ∩Q(ξpak

k
) = Q.

Note that since [Q(ξpai
i
) : Q] = φ(pai

i ) for i = 1, . . . , k and φ(n) = φ(pa1
1 ) · · ·φ(pak

k ), [Qξn : Q] =

[Q(ξpa1
1
) : Q] · · · [Q(ξpak

k
) : Q].

4.3 Möbius Function

Definition 4.20. For n ∈ N, define the Möbius function µn : N! N by

µ(n) =

 0 if n has a squared prime factor
−1 if n has odd number of prime factors
1 if n has even number of prime factors

.

Remark (Facts). (a) The Möbius function is multiplicative, i.e., µ(mn) = µ(m)µ(n) whenever
(m,n) = 1.

(b) ∑
d|n

µ(d) =

{
1 if n = 1
0 if n > 1

.

This equality leads to the important Möbius inversion formula: if g and f are arithmetic functions
satisfying g(n) =

∑
d|n f(d) for each n ∈ N, then f(n) =

∑
d|n µ(d)g(n/d) for each n ∈ N. Well,

we also have a multiplicative version of the above: f(n) =
∏

d|n g(n/d)
µ(d). The two sequences are

said to be Möbius transforms of each other.

4.4 Cyclotomic Polynomial

Definition 4.21. The nth cyclotomic polynomial Φn is defined to be Φn(x) = (x−ϖ1) · · · (x−ϖr),
where ϖ1, . . . , ϖr are all the primitive nth root of unity. By previous theorem, we can write
Φn(x) =

∏
1⩽k⩽n,gcd(k,n)=1(x − ξkn). Then Φ(n) is monic of degree φ(n) and Φ1(x) = x − 1,

Φ2(x) = x+ 1, Φ3(x) = x2 + x+ 1 and Φ4(x) = x2 + 1.

Theorem 4.22. xn − 1 =
∏

d|n Φd(x).

Proof. Let ξ be an nth root of unity with |ξ| = d, then d | n and so ξ is a primitive dth root of
unity. Hence ξ is root of the RHS. Let d | n and ξd be the primitive dth root of unity, then ξd is a
nth root of unity. Since the polynomials on LHS and RHS are monic, they are equal.

Corollary 4.23. Φn(x) =
xn−1∏

k|n,k ̸=n Φk(x)
=
∑

d|n µ(n/d)(x
d − 1) =

∏
d|n(x

d − 1)µ(n/d).

Corollary 4.24. Φp(x) =
xp−1
x−1 = xp−1 + · · ·+ x+ 1.
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Theorem 4.25. Φn(x) ∈ Q[x].

Proof. Let ξn be a primitive nth root of unity. Let σ ∈ Gal(Q(ξn)). Since Gal(Q(ξn)/Q) ∼= (Z/nZ)×,
σ send distinct primitive nth roots of unity to distinct primitive nth roots of unity. So σ just shuffles
the linear factor of Φn(x), i.e., σ(Φn(x)) = Φn(x). Hence by Galois theory, the coefficient of Φn

must lie in Q, i.e., Φn(x) ∈ Q[x].

Theorem 4.26 (Gauss). Φn ∈ Q[x] is irreducible.

Proof. (Sketch). Assume Φn(x) = fg, where f, g ∈ Q[x] is irreducible. Since σ ∈ Gal(Q(ξn))
permutes among roots of irreducible polynomials, ϕn(x) is irreducible.

Corollary 4.27. Φn is the minimal polynomial of the primitive nth roots of unity.

Corollary 4.28. Φn is the minimal polynomial of the non-identity nth roots of unity.

Theorem 4.29. If m | n, then Φn(x) = Φm(xn/m).

Proof. Note

Φn(x) =
∏
d|n

(xd − 1)µ(n/d) =
∏
d|n

(xn/d − 1)µ(d) =
∏
d|m

((xn/m)m/d − 1)µ(d)

=
∏
d|m

((xn/m)d − 1)µ(m/d) = Φm(xn/m).

Lemma 4.30. We have

(a) Φn(x) = xφ(n)Φn(1/x), n ⩾ 2.

(b) Φ2n(x) = Φn(−x), n ≡ 1 (mod 2) and n ⩾ 3.

(c) Φpr (x) = Φp(x
pr−1

) and Φp
a1
1 ···par

r
= Φp1···pr

(xp
a1−1
1 ···par−1

r ).

(d) If gcd(p,m) = 1, Φprm(x) = Φm(xpr )

Φm(xpr−1 )
.

Proof. These identities can be checked by showing the RHS has the correct degree and one correct
root to be the cyclotomic polynomial on LHS. Then use that two monic irreducible polynomials
with a common root are equal.

(a) Since

Φn(x) =
∏

1⩽k⩽n,gcd(k,n)=1

(x− ξkn) = xφ(n)
∏

1⩽k⩽n,gcd(k,n)=1

(1− ξkn/x),

and xφ(n)Φn(1/x) = xφ(n)
∏

1⩽k⩽n,gcd(k,n)=1(1/x − ξkn) are irreducible and have the same degree
and one same root, we have the equality.

(b) Note

Φpr (x) =
xp

r − 1∏
d|pr,d̸=pr Φd(x)

=
xp

r − 1∏
d|pr−1 Φd(x)

=
xp

r − 1

xpr−1 − 1
=

(xp
r−1

)p − 1

xpr−1 − 1
= Φp(x

pr−1

).

Or follow from previous theorem.
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(c) If d | m, since m is odd, d is also odd. Note Φ2(−x) = −x+ 1 = −Φ1(x) and by induction,

Φ2m(x) =
x2m − 1∏

d|2m,d odd Φd(x) ·
∏

d|2m,d ̸=2m,d even Φd(x)
=

x2m − 1∏
d|m Φd(x) ·

∏
d|m,d<m Φ2d(x)

=
x2m − 1

−(xm − 1)
∏

d|m,d<m Φd(−x)
= − xm + 1∏

d|m,d<m Φd(−x)
=

(xm + 1)Φm(−x)
−(−x)m + 1

= Φm(−x).

(d) Since gcd(p,m) = 1, µ(pm/d) = −µ(m/d) and then

Φpm(x) =
∏
d|pm

(xd − 1)µ(pm/d) =
∏

d|pm,p|d

(xd − 1)µ(pm/d)
∏

d|pm,p∤d

(xd − 1)µ(pm/d)

=
∏
d|m

(xpd − 1)µ(m/d)
∏
d|m

(xd − 1)µ(pm/d) = Φm(xp)
∏
d|m

(xd − 1)−µ(m/d) =
Φm(xp)

Φm(x)
.

Example 4.31. Φ2p(x) = xp−1 − xp−2 + · · · − x+ 1.

Theorem 4.32. For any n ∈ Z+, Φn(x) ∈ Z[x].

Proof. Since Φn(x) | xn − 1 and Φn(x) and x
n − 1 are both monic, we have Φn(x) ∈ Z[x].

Remark. How does p factor in OQ(ξpr )? Since gcd(p, 1) = 1 and xp
r − 1 ≡ (x− 1)p

r

(mod p) and

xp
r−1 − 1 ≡ (x− 1)p

r−1

(mod p), we have

Φpr (x) =
(x− 1)p

r

(x− 1)pr−1 = (x− 1)p
r−pr−1

= (x− 1)φ(pr) = (x− 1)[Q[ξpr ]:Q] in Fp[x].

Hence once we see that OQ(ξpr ) = Z[ξpr ], since OQ(ξpr )/pOQ(ξpr )
∼= Z[x]

⟨p,Φξpr
⟩
∼= Fp[x]

⟨Φξpr
⟩ , we have

pZ[ξpr ] = ⟨p, 1− ξpr ⟩φ(pr). Since 1− ξpr | p and pZ[ξpr ] = ⟨1− ξpr ⟩φ(pr), we have r(⟨1− ξpr ⟩/p) = 1,
e(⟨1− ξpr ⟩/p) = φ(pr) and f(⟨1− ξpr ⟩/p) = 1.

4.5 Ramification

Lemma 4.33. Let n = pr and d = φ(pr) and ξn be the nth root of unity. Then pOQ(ξn) = ⟨1−ξn⟩d.
Furthermore, the basis {1, ξn, . . . , ξd−1

n } of Q(ξn)/Q has the discriminant d(1, ξn, . . . , ξ
d−1
n ) = ±ps,

where s = pr−1(rp− r − 1).

Proof. Since Φpr (x) = Φ1(x
pr )

Φ1(xpr−1 )
= xpr−1

xpr−1−1
=
∑p−1

j=0 x
pr−1j , we have Φn(1) = p. Then p = Φn(1) =∏

1⩽k⩽n,gcd(k,n)=1(1 − ξkn). Let ϵk =
1−ξkn
1−ξn

=
∑k−1

i=0 ξ
i
n ∈ OQ(ξn) with gcd(k, n) = 1. Then there

exists k′ ∈ Z such that kk′ ≡ 1 (mod n), so 1−ξn
1−ξkn

=
1−(ξkn)

k′

1−ξkn
= 1 + ξkn + · · · + (ξkn)

k′−1 ∈ OQ(ξn)

and hence ϵk ∈ O×
Q(ξn)

. So ϵ :=
∏

1⩽k⩽n,gcd(k,n)=1 ϵk ∈ O×
Q(ξn)

. Also, since 1− ξkn = ϵk(1− ξn), p =∏
1⩽k⩽n,gcd(k,n)=1(1− ξkn) = ϵ(1− ξn)

φ(n). Then pOQ(ξn) = ⟨1− ξn⟩φ(pr) = ⟨1− ξn⟩d. Let η1, . . . , ηd
be the primitive nth roots of unity, i.e., the Galois conjugate of ξn. Then Φn(x) =

∏d
j=1(x − ηj)
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and so Φ′
n(x) =

∑d
i=1

∏d
k ̸=i,k=1(x− ηk). Hence Φ′

n(ηj) =
∏d

k ̸=j,k=1(ηj − ηk). Since Φ′
n ∈ Q[x] and

Gal(Q(ξn)/Q)
∼=! (Z/nZ)×,

±d(1, ξn, . . . , ξd−1
n ) =

∏
i̸=j

(ξi − ξj) =

d∏
j=1

Φ′
n(ξj) =

∏
σ

σ(Φ′
n(ξn)) = NQ(ξn)/Q(Φ

′
n(ξn)).

Let γ = pr−1. Since 1 ̸= ξγn is primitive pth root of unity, mξγn(x) = Φp(x) = xp−1 + · · · + 1.
So mξγn−1(x) = mξγn(x + 1) = (x + 1)p−1 + · · · + 1 = xf(x) + p, where f ∈ Q[x]. Consider the

tower of field extension Q(ξn)/Q(ξγn)/Q, so cξγn−1 = m
[Q(ξn):Q(ξγn)]

ξγn−1
. Also, since [Q(ξn) : Q(ξγn)] =

[Q(ξn):Q]
[Q(ξγn):Q]

= φ(pr)
φ(p) = pr−pr−1

p−1 = pr−1 = γ, we have cξγn−1(x) = (xf(x) + p)p
r−1

= xg(x) + pγ

and then NQ(ξn)/Q(ξ
γ
n − 1) = ±ppr−1

. Since ξn is the primitive nth root of unity, cξn = mξn =

Φn(x) =
∑p−1

j=0 x
pr−1j . So NQ(ξn)/Q(ξn) = 1 and then NQ(ξn)/Q(ξ

−1
n ) = 1/NQ(ξn)/Q(ξn) = ±1. Since

c1−ξn(x) = m1−ξn(x) = mξn(1−x) = Φn(1−x) =
∑p−1

j=0(1−x)p
r−1j , NQ(ξn)/Q(1− ξn) = ±p. Also,

since p = ϵ(1− ξn)
φ(n),

NQ(ξn)/Q(p
r) = Nr

Q(ξn)/Q(p) = (NQ(ξn)/Q(ϵ)NQ(ξn)/Q(1− ξn))
rφ(n) = ±prφ(n).

Since (xp
r−1−1)Φn(x) = xp

r −1, differentiating it, pr−1xp
r−1−1Φn(x)+(xp

r−1−1)Φ′
n(x) = prxp

r−1.

So pr−1ξp
r−1−1

n Φn(ξn) + (ξp
r−1

n − 1)Φ′
n(ξn) = prξp

r−1
n , i.e., (ξp

r−1

n − 1)Φ′
n(ξn) = prξ−1

n . Taking

NQ(ξn)/Q on both sides, we have±ppr−1

NQ(ξn)/Q(Φ
′
n(ξn)) = prφ(pr)·(±1). Thus, d(1, ξn, . . . , ξ

d−1
n ) =

±NQ(ξn)/Q(Φ
′
n(ξn)) = ±prφ(pr)−pr−1

= ±ppr−1(rp−r−1) = ±ps.

Theorem 4.34. OQ(ξn) = Z[ξn].

Proof. We first prove this for n = pr. Let O := OQ(ξn). Then psO ⊆ Z[ξn] ⊆ O. Let P := ⟨1− ξn⟩.
We saw before e(P/p) = φ(n) and f(P/p) = 1. Since [Q[ξn] : Q]) = φ(n), this is true in O as well
and then 1− ξn is prime in O. Let λ := 1− ξn. Then O/λO = O/P ∼= Z/pZ. Let α ∈ O, then there
exists z ∈ Z such that α + λO = z + λO, i.e., α = z + λO. So O = Z + λO = Z[ξn] + λO and then
λO = λZ[ξn] + λ2O. Hence O = Z[ξn] + λ2O and by inductive argument, O = Z[ξn] + λtO for any
t ∈ Z+. Pick t = sφ(pr), since pO = λφ(pr)O, we have O = Z[ξn] + λsφ(pr)O = Z[ξn] + psO = Z[ξn].
Hence, if n = pr, we have the result. Note {1, ξn, . . . , ξφ(pr)−1

n } forms an integral basis of Q(ξn)/Q
when n = pr. More generally, write n = pm1

1 · · · pmr
r . Then for i = 1, . . . , r, set ηi = η

n/p
mi
i

n .
Note that for i = 1, . . . , r, ηi is a primitive pmi

i -th root of unity. Since lcm(pm1
1 , . . . , pmr

r ) = n,
Q(ξn) = Q(η1) · · ·Q(ηr). Since gcd(pmi

i , p
mj

j ) = 1 for any 1 ⩽ i ̸= j ⩽ r, Q(η1) ∩ · · · ∩ Q(ηr) =

Q. For i = 1, . . . , r, {1, ηi, . . . , η
φ(p

mi
i )−1

i } forms an integral basis of Q(ηi)/Q. Since for i =

1, . . . , r, d(1, ηi, . . . , η
di−1
i ) = psii with si = pmi

i (mipi −mi − 1), they are pairwisely prime. Then

{ηj11 · · · ηjrr }ji=0,...,φ(p
mi
i )−1,∀ i=1,...,r forms an integral basis of Q(ξn)/Q. By the definition of ηi’s,

each one of these elements in the basis is a power of ξn, so every α ∈ O may be written as α = f(ξn)
with f ∈ Z[x]. Since degQ(ξn) = φ(n)−1, the degree of any f(ξn) with f ∈ Z[x] may be reduced to

φ(n)− 1. In this way for α ∈ O, one obtains a representation α = a0 + a1ξn + · · ·+ aφ(n)−1ξ
φ(n)−1
n .

Thus, {1, ξn, . . . , ξφ(n)−1
n } is indeed an integral basis of Q(ξn)/Q.

Lemma 4.35. Let p be prime with p ∤ n. The monic irreducible factors of Φn(x) modulo p are
distinct and all of them have degree equal to the order of p modulo n.
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Proof. Since p ∤ n, xn − 1 has distinct roots modulo p. Let α be a root of Φn(x) modulo p.
Since Φn(x) | xn − 1 in Fp[x], α is an nth root of unity in Fp. Suppose αm = 1 in Fp for some
1 ⩽ m < n. Then α is a root of xm − 1 =

∏
k|m,k ̸=m Φk(x) in Fp. So there exists a proper

divisor d of n such that Φd(α) = 0 in Fp. But then α is a root of Φn(x) and Φd(x) in Fp. So
xn − 1 =

∏
d|n Φn(x) = Φn(x)Φd(x)

∏
k|n,k ̸=d,n Φd(x) in Fp, i.e., α is a multiple root of xn − 1 in

Fp, a contradiction since xn − 1 is separable over Fp. Hence α is a primitive nth root of unity in
Fp. Let g be an irreducible factor of Φn(x) in Fp[x] such that g(α) = 0. Since Fp[x]/⟨g⟩ ∼= Fp(α),
deg(g) = [Fp(α) : Fp] is the order of p modulo n, i.e., the order of p in (Z/nZ)×.

Theorem 4.36. Let n =
∏
qνq be the prime factorization. For each prime p, let fp be the smallest

positive integer such that pfp ≡ 1 (mod n/pνp). Then one has the prime factorization pZ[ξn] =
(p1 · · · pr)φ(pνp ), where p1, . . . , pr are distinct and all have degree fp.

Proof. Since OQ(ξn) = Z[ξn], every pZ[ξn] decomposes into prime ideals in exactly the same way as
the minimal polynomial Φn(x) of ξn factors into irreducible polynomial modulo p. Write n = qνqm
with q ∤ m. Let δi run over the primitive roots of unity of order m and ηj run over the primitive
roots of unity of order qνq . Let 1 ⩽ s < n = lcm(qνq ,m), wlog., assume s is not a multiple of qνq .
Then sm is not a multiple of qνq . So (δiηj)

sm = δsmi ηsmj = ηsmj ̸= 1. Hence (δiηj)
s ̸= 1. So δiηj

runs over the primitive nth roots of unity, i.e., over Z[ξn]: Φn(x) =
∏

i,j(x−δiηj). Let p | ⟨p⟩. Since
xq

νq − 1 ≡ (x− 1)q
νq

(mod p), we have 0 ≡ ηq
νq

j − 1 ≡ (ηj − 1)q
νq

(mod p) for j = 1, . . . , φ(qνq ). So
for j = 1, . . . , φ(qνq ), ηj ≡ 1 (mod p). Hence

Φn(x) =
∏
i,j

(x− δiηj) ≡
∏
i,j

(x− δi) (mod p) ≡
∏
i

(x− δi)
φ(qνq ) (mod p)

≡

(∏
i

x− δi

)φ(qνq )

(mod p) ≡ Φm(x)φ(qνq ) (mod p) ≡ Φm(x)φ(qνq ) (mod p).

Since fp is the smallest positive integer such that pfp ≡ 1 (mod m), p has order fp in (Z/mZ)×.
Observe this congruence reduces us to the case where p ∤ m, apply previous theorem to decompose
Φm(x), then we have the irreducible decomposition for Φn(x) modulo p.

Example 4.37. Let n ∈ N and 2 ∤ n, then f(2) is the order of 2 mod n. Since O[x]/⟨2⟩ ∼=
Z[ξn][x]/⟨2⟩ ∼= Z[x]/⟨ϕn(x), 2⟩ ∼= F2[x]/⟨ϕn(x)⟩ = g1 (mod 2) · · · gr (mod 2), we have 2O =
⟨2, g1(ξn)⟩ · · · ⟨2, gr(ξn)⟩. Then G2 = {⟨2, g1(ξn) (mod 2)⟩, · · · , ⟨2, gr(ξn) (mod 2)⟩}. Let σ2 ∈
Gal(Q(ξn)/Q) such that σ2(ξn) = ξ2n. Since 2 ∤ n, gcd(2, n) = 1 and then there exists x ∈ Z such
that 2x ≡ 1 (mod n). So 2xk ≡ k (mod n) for any k ∈ Z+. Then (ξ2kn )x = ξkn and so Q(ξkn) = Q(ξ2kn )
for any k ∈ Z+. So for any g(x) ∈ Q[x], Q(g(ξn)) = Q(g(ξ2n)), i..e., ⟨g(ξn)⟩ = ⟨g(ξ2n)⟩, i.e.,
⟨g(ξn) (mod 2)⟩ = ⟨g(ξ2n) (mod 2)⟩. Thus, σ2⟨2, gi(ξn) (mod 2)⟩ = ⟨2, σ2(gi(ξn))⟩ = ⟨2, σ2(gi(ξn))⟩ =
⟨2, gi(ξ2n)⟩ = ⟨2, gi(ξn)2⟩ = ⟨2, gi(ξn)⟩ for i = 1, . . . , r.

4.6 Quadratic Fields

Remark (Recall). (
a

p

)
=

 1 x2 ≡ a (mod p) has a solution,
−1 x2 ≡ a (mod p) has no solution,
0 p | a.
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If p is odd prime, then
(

a
p

)
≡ a

p−1
2 (mod p),

(
1
p

)
= 1 and

(
−1
p

)
= (−1)

p−1
2 . If p ∤ b, b2

p = 1, then(
ab
p

)
=
(

a
p

)(
b
p

)
and if a ≡ r (mod p), then

(
a
p

)
=
(

r
p

)
. If l and p are odd prime and l ̸= p, then(

l
p

) (
p
l

)
= (−1)

l−1
2

p−1
2 .

Theorem 4.38. Let l and p be odd prime. Set l∗ = (−1)
l−1
2 l and let ξl be a primitive lth root

of unity. Then p splits completely in Q(
√
l∗) if and only if p splits into an even number of prime

ideals in Q(ξl).

Proof. Define the Gauss sum τ :=
∑

a∈(Z/lZ)×
(
a
l

)
ξal . Let a, b, c vary over (Z/lZ)×. Since l is prime,

0 =
∑

c

(
c
l

)
=
(
1
l

)
+
∑

c̸=1

(
c
l

)
= 1 +

∑
c ̸=1

(
c
l

)
, i.e.,

∑
c̸=1

(
c
l

)
= −1. When c ̸≡ −1 (mod l), since

gcd(c+ 1, l) = 1, we have ξc+1
l is primitive lth root of unity. Thus,

τ2 =
∑
a

(a
l

)
ξal
∑
b

(
b

l

)
ξbl =

∑
a,b

(
ab

l

)
ξa+b
l =

∑
a,b

(
ab−1

l

)
ξa+b
l =

∑
b,c

(c
l

)
ξ
b(c+1)
l

=
∑
c̸=−1

(c
l

)∑
b

(ξc+1
l )b +

∑
b

(
−1

l

)
=
∑
c̸=−1

(c
l

)
(−1) + (l − 1)

(
−1

l

)

= 0−
(
−1

l

)
(−1) + (l − 1)

(
−1

l

)
= l

(
−1

l

)
= (−1)

l−1
2 l = l∗.

So
√
l∗ = ±τ ∈ Z[ξl] ⊆ Q(ξl). Thus, Q(

√
l∗) ⊆ Q(ξl).

=⇒ Assume p splits completely in Q(
√
l∗), say pOQ(

√
l∗) = p1p2 with p1 ̸= p2. Then there exists

σ ∈ Gal(Q(ξl)/Q) such that σ(p1) = p2 and transforms the set of all prime ideals lying above p1
bijectively into the set of prime ideals above p2. So the number of prime ideals of Q(ξl) above p is
even.

⇐= Assume pZ[ξl] has an even number of prime factors. Then [Zp : Q] = r is even. Since
Gal(Q(ξl)/Q) is cyclic of order l − 1 and it has a unique subgroup of order l−1

2 , i.e., Gal(Q(ξl)/Q)

has a unique subgroup of index 2, which corresponds to Q(ξl)
⟨c⟩, where c is the complex conjugate.

Also, since Q(
√
l∗) ⊆ Q(ξl) and Q(

√
l∗) : Q] = 2, we have Q(ξl)

⟨c⟩ = Q(
√
l∗) ⊊ Zp ⊆ Q(ξl). We

have before that for p | p, e(p ∩ Zp/p) = 1. So e(p ∩Q(
√
l∗)/p) = 1.

Corollary 4.39. Let n = pa1
1 · · · pak

k be a distinct prime decomposition. Then Q(ξn) contains the
quadractic subfield Q(

√
p∗1 · · · p∗k).

Proof. Since Q(
√
p∗i ) ⊆ Q(ξpi

) ⊆ Q(ξn) for i = 1, . . . , k, Q(
√
p∗1 · · · p∗k) = Q(

√
p∗1 · · ·

√
p∗k) ⊆

Q(
√
p∗1, . . . ,

√
p∗k) ⊆ Q(ξn).

Lemma 4.40. Let a be square-free and p be odd. Then
(

a
p

)
= 1 if and only if p splits completely

in Q(
√
a).
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Proof. Recall OQ(
√
a) =

{
Z[
√
a] if a ≡ 2, 3 (mod a)

Z
[
1+

√
a

2

]
if a ≡ 1 (mod a)

, and note

(
a

p

)
= 1 ⇐⇒ p ∤ a and x2 − a ≡ (x+

√
a)(x−

√
a) (mod p) ⇐⇒ p ∤ a and

√
a ∈ Fp

⇐⇒ p ∤ a and −
√
a ̸=

√
a ∈ Fp ⇐⇒ p ∤ a and

1−
√
a

2
̸= 1 +

√
a

2
∈ Fp

⇐⇒ p ∤ a and x2 − x+
1− a

4
≡
(
x− 1−

√
a

2

)(
x− 1 +

√
a

2

)
(mod p).

Since [OQ(
√
a) : Z[a]] is 1 or 2, p ∤ [OQ(

√
a) : Z[a]] and we can factor pOQ(

√
a) via the minimal

polynomials modulo p.

Theorem 4.41 (QR). Let p, l be distinct odd primes. Then
(

l
p

) (
p
l

)
= (−1)

l−1
2

p−1
2 .

Proof. Let l∗ = (−1)
l−1
2 l. Since

(
l∗

p

)
=

(
(−1)

l−1
2 l

p

)
=
(

−1
p

) l−1
2
(

l
p

)
= (−1)

l−1
2

p−1
2

(
l
p

)
, it is

enough to show
(

l∗

p

)
=
(
p
l

)
. By previous theorem and lemma,

(
l∗

p

)
= 1 if and only if p decomposes

into an even number of primes in Q(ξl). In the prime decomposition of l, the prime power of p is 0,

by previous theorem, e(p) = φ(p0) = 1. So r(p) = [Q(ξl):Q]
e(p)f(p) = l−1

f(p) . Hence r(p) is even if and only if

f(p) divides l−1
2 . Recall f(p) is the smallest positive integer such that pf(p) ≡ 1 (mod l). So f(p)

divides l−1
2 if and only if p

l−1
2 ≡ 1 (mod l) if and only if

(
p
l

)
= 1. Thus,

(
l∗

p

)
=
(
p
l

)
.

Remark. We want to study Q(ξp)/Q, in particular, we want to know about the class group of
Q(ξp). Iwasawa theory: Instead of focusing on Q(ξp), stick this field in a tower of fields and study
the tower instead: Q ⊆ Q(ξp) ⊆ Q(ξp2) ⊆ · · · ⊆ Q(ξpr ) ⊆ · · · . Set Q(ξp∞) =

⋃
n⩾0 Q(ξpn). We

have Gal(Q(ξpn)/Q) ∼= (Z/pnZ)× ∼= (Z/pZ)× × (Z/pn−1Z)×. Set Kn = Q(ξpn)(Z/pZ)
×
. Then

Gal(Kn/Q) ∼= Z/pn−1Z and Q = K1 ⊆ K2 ⊆ K3 ⊆ · · · ⊆ Kn ⊆ · · · . Define the cyclotomic
Zp-extension over Q by Q∞ =

⋃
n⩾1Kn, where Zp is the p-adic integer. Then Gal(Q∞/Q) =

Gal(∪n⩾1Kn/Q) ∼= lim Gal(Kn/Q) ∼= lim Z/pn−1Z ∼= Zp. We can form a large group X that
has quotients which is the p-parts of the class groups of Q(ξp). It helps since X is pro-p, so Zp acts
on X. We also have p acts on X. We have X is a Zp[Γ] ∼= Zp[[Γ]]-module. This gives lots of new
tools. Use these tools to get information about the class group of Q(ξpn).

4.7 Applications

Example 4.42. Let p ≡ 3 (mod 8) and p′ ≡ 5 (mod 8). Let K = Q(ξN ), where N = plp′
l′
with

l, l′ ∈ N. Since K ∼= (Z/NZ)× and 2 ∤ N , f := f(2) is the order of 2 mod N . Let t, t′ be the orders
of 2 mod pl and 2 mod p′l

′
, respectively. Since p′ ≡ 5 (mod 8), 22 || t′. Also, since f = lcm(t, t′)

and 22 ∤ t, we have 22 || f . Since φ(N) = φ(pl)φ(p′l
′
) = pl−1(p − 1)p′l

′−1(p′ − 1), 23 || φ(N), we

have r = φ(N)
f is even and s := r

2 = φ(N)
2f is odd. Let Z2 be the decomposition field of 2 in K.

Then [Z2 : Q] = r = 2s. By previous corollary, E := Q(
√
−pp′) ⊆ K. Then [Z2 : E ] = [Z2:Q]

[E:Q] = s.
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Since −pp′ ≡ 1 (mod 4), OE = Z
[
1+

√
−pp′

2

]
. Note OE/⟨2⟩ ∼= Z[x]

⟨2,x2−x+ 1+pp′
4 ⟩

∼= F2[x]

⟨x2−x+ 1+pp′
4 ⟩

.

Since x2 − x + 1+pp′

4 ≡ x2 − x (mod 2), 2 splits in E . Let β ∈ OK ∖ OZ2 and β2 ∈ OZ2 . Then
mβ,Z2(x) = x2 − β2 and so [Z2(β) : Z2] = 2.

K

F := Z2(β) = Z2L

Z2 L := Q(
√
−p,

√
p′)

E := Q(
√
−pp′)

Q

2 s

s
2

2

Since p ≡ 3 (mod 8),
√
−p =

√
p∗ =

∑
i∈Z×

p

(
i
p

)
ξip. So

σ4(
√
−p) = σ4

∑
i∈Z×

p

(
i

p

)
ξip

 =
∑
i∈Z×

p

(
4i

p

)
ξ4ip =

∑
i∈Z×

p

(
i

p

)
ξip =

√
−p.

Similarly, σ2(
√
p′) =

√
p′. So σ2 fixes L pointwisely and thus L ⊆ F . Since p ≡ 3 (mod 8) and

p′ ≡ 5 (mod 8),
(

2
p

)
= −1 =

(
2
p′

)
. So

σ2(
√

−pp′) = σ(
√
−p)σ(

√
p′) = σ(

√
p∗)σ(

√
p′∗) = σ2

∑
i∈Z×

p

(
i

p

)
ξip

σ2

∑
j∈Z×

p′

(
j

p′

)
ξip′


=
∑
i∈Z×

p

(
2i

p

)
ξ2jp

∑
j∈Z×

p′

(
2i

p′

)
ξ2ip′ =

∑
i∈Z×

p

(
i

p

)
ξip
∑
j∈Z×

p′

(
j

p′

)
ξip′ =

√
p∗
√
p′∗ =

√
−pp′.

So E ⊆ D. Since E ⊆ L and σ2(
√
−p) = −

√
−p, E ⊊ L. Also, since [E : Q] = 2, [L : Q] ⩽ 4 and

[E : Q]
∣∣ [L : Q], we have [L : Q] = 4 and then [L : E ] = 2. Since gcd(2, s) = 1, [Z2 : L] = 2 and

[Z2L : L] = s. Also, since [F : Z2] = 2, we have F = Z2L.



Chapter 5

Class Group and Unit

5.1 Lattices

Remark. Recall Z[i] ⊆ Q(i) ⊆ C. Goal: generalize this to other ring of integers.

Definition 5.1. Let V be an n-dimensional R-vector space. A lattice in V is a additive subgroup Γ
of V the form Γ = Zv1+ · · ·Zvm, where m ⩽ n and v1, . . . , vm ∈ V are linearly independent over R.
The set {v1, . . . , vm} is called a basis of the lattice. The set Φ = {x1v1 + · · ·+ xmvm : 0 ⩽ xi < 1}
is called the fundamental mesh of Γ. If m = n, we say Γ is a complete lattice or a Z-structure on
V .

Remark. The completeness of the lattice Γ is equivalent to the fact that the set of all translate
Φ + γ, γ ∈ Γ covers the entire space V , i.e., V =

⋃
γ∈Γ(Φ + γ).

Example 5.2. For any R-basis of V , the subgroup of all linear combinations with integer coefficients
of the basis vector forms a lattice.

Example 5.3. Let V = R(i) ∼= R2 and Γ = Z[i]. Then Γ is complete. The fundamental mesh Φ of
Γ is {x1 + x2i : 0 ⩽ x1, x2 < 1} ∼= [0, 1)× [0, 1).

0 1 2
0

1

2

Example 5.4. Γ = Z ∼= Z× 0 ⊆ R2 is a lattice but not a complete lattice. Note Φ = [0, 1).

53
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Definition 5.5. Let V be a group and W ⊆ V . If each w ∈ W is an isolated point in the sense
that there exists a neighbourhood which contains no other points of W , then W is a discrete group
of V .

Remark. If Γ is complete, the collection of all translates Φ + γ, γ ∈ Γ covers all of V .

Theorem 5.6. A subgroup Γ ⊆ V ∼= Rn is a lattice if and only if it is discrete.

Proof. “⇒”. Assume Γ ⊆ V is a lattice. Then there exists 1 ⩽ m ⩽ n and v1, . . . , vm ∈ V
independent such that Γ = Zv1 + · · · + Zvm. Let γ ∈ Γ. Then there exists a1, . . . , am ∈ Z
such that γ = a1v1 + · · · + amvm. Extend {v1, . . . , vm} to a basis {v1, . . . , vn} of V . Let Uγ =
{x1v1+ · · ·+xnvn : xi ∈ R, |ai − xi| < 1, i = 1, . . . ,m} be a neighborhood of γ. Since Uγ ∩Γ = {γ},
Γ is a discrete group of V .

“⇐”. Assume Γ is discrete subgroup of V . Let U be any open neighborhood of 0. Then there
exists a neighborhood U ′ ⊆ U of 0 such that the difference of any two elements in U ′ is in U .
Suppose there exists x ∈ Γ ∖ Γ, then there exists a sequence {xn} ⊆ Γ such that xn ! x. So any
open neighborhood of x contains infinitely many points of Γ. In particular, this open neighborhood
x+U ′ contains infinitely many points of Γ. So there exist two distinct γ1, γ2 ∈ (x+U ′)∩ Γ. Since
γ1 − x, γ2 − x ∈ U ′, by definition of U ′, 0 ̸= γ1 − γ2 = (γ1 − x)− (γ2 − x) ∈ U . Since Γ is a group,
γ1 − γ2 ∈ Γ. So U ∩ Γ ̸= {0}, a contradiction since Γ is discrete. Hence Γ is closed. Let V0 be R-
spanned by the set Γ. Then V0 is a subspace of V . Let m = dimR V0 and we can pick u1, . . . , um ∈ Γ
such that {u1, . . . , um} is a R-basis of V0. Let Γ0 := Zu1 + · · ·Zum ⩽ Γ. Then by definition, Γ0

is a complete lattice of V0. Let γ′ ∈ Γ vary over a system of representatives of the cosets in Γ/Γ0.
Let Φ0 be the fundamental mesh of Γ0. Since Γ0 is complete in V0, V0 =

⋃
γ0∈Γ0

(Φ0 + γ0). Since
γ′ ∈ Γ ⊆ V0, we can write γ′ = µ + γ0 for some µ ∈ Φ0 and γ0 ∈ Γ0 ⊆ T . Then µ = γ′ − γ0 ∈ Γ.
So µ ∈ Φ0 ∩ Γ = Φ0 ∩ Γ. Since Φ0 is bounded, Φ0 is bounded and closed. Since V ∼= Rn is a
finite dimensional, Φ0 is compact. Also, since Γ is discrete, Φ0 ∩ Γ is finite. Hence the number of
distinct cosets Γ/Γ0 is finite. So q := [Γ : Γ0] is finite. Then the additive group Γ/Γ0 has order
q. So for any γ + Γ0 ∈ Γ/Γ0, q(γ + Γ0) = Γ0, i.e., qγ ∈ Γ0. Since γ ∈ Γ was arbitrary, qΓ ⊆ Γ0.
So Γ ⊆ 1

qΓ0 = Zu1

q + · · · + Zum

q . By the FTFGAG, there exists an Z-basis {v1, . . . , vr} ⊆ Γ with
r ⩽ m such that Γ = Zv1 + · · ·+ Zvr. Since Γ ∼= Zm and Γ0

∼= Zr, Rr ∼= Γ⊗Z R ⊇ Γ0 ⊗Z R ∼= Rm

and then r ⩾ m. Thus, r = m and then v1, . . . , vr spans the m-dimensional R vector space V0. So
v1, . . . , vr are also R-linearly independent.

Lemma 5.7. A lattice Γ in V is complete if and only if there exists a bounded subset M ⊆ V such
that the collection of all translates M + γ, γ ∈ Γ cover the whole space V .

Proof. “⇒”. Set M = Φ.
“⇐”. Let M ⊆ V be a bounded set whose translates M + γ, γ ∈ Γ cover V . Let V0 be the R-

spanned subspace of V by Γ. Then it is enough to show V = V0. Let v ∈ V . Since V =
⋃

γ∈Γ(M+γ),
and nv ∈ V for any n ∈ N, we may write for each n ∈ N, nv = an + γn, an ∈ M,γn ∈ Γ ⊆
V0. Since M is bounded, an

n ! 0 as n ! ∞. Then limn!∞
γn

n = limn!∞
an

n + limn!∞
γn

n =

limn!∞
an+γn

n = limv!∞ v = v. Since V0 is closed and γn

n ∈ V0 for any n ∈ N, v ∈ V . Thus,
V = V0.

We now assume that our V is a Euclidean vector space, i.e., an R-vector space of finite dimension
n equipped with a symmetric, positive definite bilinear form ⟨, ⟩ : V × V ! R. Then we have on
V a notion of volume - more precisely a Haar measure. The cube spanned by an orthonormal
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basis e1, . . . , en has volume 1 and more generally, the parallelepiped Φ = {x1v1 + · · ·+ xnvn : xi ∈
R, 0 ⩽ xi < 1} spanned by n linearly independent vectors v1, . . . , vn, has volume vol(Φ) = |det(A)|,
where A = (aij) is the change of basis matrix from e1, . . . , en to v1, . . . , vn, i.e., vi =

∑
j aijej . Since

(⟨vi, vj⟩) =
(∑

k,l aikajl⟨ek, el⟩
)
= (
∑

k aikajk) = AAt, we have vol(Φ) = |det(A)| = |det(AAt)|
1
2 =

|det(⟨vi, vj⟩)|
1
2 . Let Γ be the lattice spanned by n linearly independent vectors v1, . . . , vn, then Φ is

a fundamental mesh of Γ and write for short vol(Γ) = vol(Φ). This does not depend on the choice
of a basis {v1, . . . , vn} of the lattice since if we change a basis, we hit v1, . . . , vn by an element of
GLn(Z), but elements of GLn(Z) have determinant ±1 and so they don’t impact the volume.

Definition 5.8. A subset X ⊆ V is called centrally symmetric if given any x ∈ X we have −x ∈ X.
X is called convex if given any x, y ∈ X, the whole line segment {ty + (1− t)x : 0 ⩽ t ⩽ 1} ⊆ X.

Theorem 5.9 (Minkowski’s Lattice Point Theorem). Let Γ be a complete lattice in the Euclidean
vector space V with dimenson n and X a centrally symmetric, convex subset of V . If vol(X) >
2n vol(Γ), then X contains at least one nonzero lattice point γ ∈ Γ.

Proof. It is enough to show that there exist two distinct γ1, γ2 ∈ Γ ⊆ V such that ( 12X + γ1) ∩
( 12X + γ2) ̸= ∅. In fact, choosing a point in this intersection: 1

2x1 + γ1 = 1
2x2 + γ2 with x1, x2 ∈ X,

we obtain 0 ̸= γ := γ1 − γ2 = 1
2x2 −

1
2x1. Since γ1, γ2 ∈ Γ, γ = γ1γ2 ∈ Γ. Since X is a centrally

symmetric and convex, γ = 1
2x2 −

1
2x1 ∈ X. So γ ∈ X ∩Γ. Now, suppose the sets { 1

2X + γ, γ ∈ Γ}
were pairwise disjoint. Then vol(Φ) ⩾

∑
γ∈Γ vol

(
Φ ∩ ( 12X + γ)

)
. Also, since Φ− γ, γ ∈ Γ cover V ,

vol(Γ) ⩾
∑
γ∈Γ

vol

(
Φ ∩ (

1

2
X + γ)

)
= vol(Φ) ⩾

∑
γ∈Γ

vol

(
(Φ− γ) ∩ 1

2
X

)
= vol

(
1

2
X

)
=

1

2n
vol(X),

i.e., vol(X) ⩽ 2n vol(Γ), a contradiction.

5.2 Minkowski Theory and Geometry number

Let K/Q be a number field of dimension n.

Definition 5.10. Let KC =
∏

τ C, where τ runs over the embeddings K ↪! C. We have a natural
embedding j : K! KC given by a 7! (τ(a)).

Remark. We have an isomorphism KC ∼= K ⊗Q C given by j(a)z  [ a⊗ z.

Definition 5.11. Let V be an F-vector space. A sesquilinear form φ : V × V ! F is a map that
is linear in the first variable and conjugate linear in the second variable.

Definition 5.12. A sesquilinear form φ on V is said to be Hermitian if φ(v, w) = φ(w, v) for any
v, w ∈ V .

Remark. The C-vector space KC is equipped with the Hermitian scalar product ⟨, ⟩ : KC×KC ! C
given by ⟨(xτ ), (yτ )⟩ 7!

∑
τ xτyτ . Actually, it is an inner product.

Remark. Given an embedding τ : K! C, we have a conjugate embedding τ defined by τ(a) = τ(a)
for any a ∈ K. If τ(K) ⊆ R, then τ = τ . If τ(K) ̸⊆ R, then τ ̸= τ .
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Definition 5.13. Define an involution (τ2 = id for any τ) c : KC ! KC given by z = (zτ ) 7!
c(z) = (c(z)τ ) = (zτ ).

Example 5.14. If KC = C, define c : C! C by z 7! z.

Example 5.15. If KC = C× C, define c : C× C! C× C by (z1, z2) 7! (z2, z1).

Proposition 5.16. The scalar product ⟨, ⟩ is equivariant under c, that is ⟨c(x), c(y)⟩ = c(⟨x, y⟩).

Proof. Note ⟨c(x), c(y)⟩ = ⟨(xτ ), (yτ )⟩ =
∑

τ xτyτ =
∑

τ xτyτ =
∑

τ c(xτyτ ) = c (
∑

τ xτyτ ) =
c(⟨x, y⟩).

Definition 5.17. We have Tr : KC ! C given by (zτ ) 7!
∑

τ zτ .

Remark. The composite K j
−! KC

Tr
−! C gives the usual trace of K/Q, TrK/Q(a) = Tr(j(a)).

Example 5.18. Let K = Q(i) and define c : K! K by a+ bi 7! a− bi. Then we have KC ∼= C×C
and j : K !

∏
τ C given by a + bi 7! (a + bi, a − bi). Let x = (xτ ) = (a + bi, c + di) and

y = (yτ ) = (e+ fi, g + hi). Then ⟨x, y⟩ = xidyid + xcyc = (a+ bi)(e− fi) + (c+ di)(g − hi). So

K j
−−−−−! KC

Tr
−−−−−−−−−−! C

a+ bi 7! (a+ bi, a− bi) 7! (a+ bi) + (a− bi) = 2a,

or

K Tr(K/Q)
−−−−−! Q ⊆ C

a+ bi 7−−−−−! 2a.

Definition 5.19. Label the embeddding with integers in R as ρ1, . . . , ρr and refer to them as real
embeddings. The embedding that does not map K into R are called complex embeddings and they
come in pairs σ1, σ1, . . . , σs, σs. Note that n = r + 2s.

Definition 5.20. Define the c-invariant points of KC by

KR = {(zτ ) ∈ KC : zρ ∈ R,∀ρ ∈ {ρ1, . . . , ρr}, zσ = zσ,∀σ ∈ {σ1, . . . , σs}}.

Corollary 5.21. KR = {(zτ ) ∈ KC : (zτ ) = (zτ )}.

Proof. c(z) = z if and only if (zτ ) = (zτ ) ⇐⇒ (zτ ) = (zτ ).

Remark. We have

KC K ⊗Q C

KR K ⊗Q R

∼=

∼=

The inclusion KR ⊆ KC corresponds to the canonical mapping K⊗Q R! K⊗Q C, which is induced
by the inclusion R ↪! C. c corresponds to c(a⊗ z) = a⊗ z.
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Remark. Let a ∈ K. Since τ(a) = τ(a), c(j(a)) = c(τ(a)) =
(
τ(a)τ

)
=
(
τ(a)τ

)
= (τ(a)) = j(a).

So j(a) ∈ KR. Then this yields a mapping j : K ! KR. The restriction of the hermitian scalar
product ⟨, ⟩ from KC to KR gives a scalar product ⟨, ⟩ : KR × KR ! R on the R-vector space KR.
Indeed, for x, y ∈ KR, since c(⟨x, y⟩) = ⟨c(x), c(y)⟩ = ⟨x, y⟩, we have ⟨x, y⟩ ∈ R. So ⟨x, y⟩ = ⟨x, y⟩ =
⟨y, x⟩. Thus, this is a symmetric positive definite bilinear form on KR.

Definition 5.22. We call the Euclidean vector space KR the Minkowski space, its scalar product
⟨, ⟩ the canonical metric, and the associated Haar measure the canonical measure.

Example 5.23. Set K = Q( 3
√
2), then n = 3, r = 1, s = 1. Note that ρ = id : 3

√
2 7! 3

√
2,

σ : 3
√
2 7! ξ3

3
√
2 and σ : 3

√
2 7! ξ3

3
√
2 = ξ23

3
√
2. So σ( 3

√
2) = σ( 3

√
2). Note KC ∼= C3 and KR =

{(zτ ) ∈ C3 : zρ ∈ R, zσ = zσ} = {(z1, z2, z3) ∈ C3 : z1 ∈ R, z3 = z2} = {(z1, z2, z2) ∈ C3, z1 ∈
R} ∼= R × C. Let z ∈ KC with z = (zρ, zσ, zσ). Then c(z) = (zρ, zσ, zσ) = (zρ, zσ, zσ). So if
z = (z1, z2, z3) ∈ KC, then c(z) = (z1, z3, z2). Thus, if z = (z1, z2, z3) ∈ KR, then z1 ∈ R and
z3 = z2 and so c(z) = (z1, z3, z2) = (z1, z2, z3) = z.

Remark (Exercise). Write down what c looks like in KC. Show KR ∼= K⟨c⟩
C .

Theorem 5.24. There is an isomorphism f : KR !
∏

τ R = Rr+2s given by (zτ ) 7! (xτ ), where
xρ = zρ, xσ = Re(zσ), xσ = Im(zσ). This isomorphism transforms the canonical metric ⟨, ⟩ into

the scalar product ⟨a, b⟩ =
∑

τ ατaτ bτ , where ατ =

{
1 if τ ∈ {ρ1, . . . , ρr}
2 otherwise

.

Proof. The map is clearly an isomorphism. Let z = (zτ ) = (xτ + iyτ ), z
′ = (z′τ ) = (x′τ + iy′τ ) ∈ KR.

Then zρz
′
ρ = xρx

′
ρ. Since xσ = Im(zσ) = yσ and x′σ = y′σ, Re(zσz

′
σ) = Re((xσ + ixσ)(x

′
σ − ix′σ)) =

xσx
′
σ + xσx

′
σ. Since z, z′ ∈ KR, zσz

′
σ + zσz

′
σ = zσz

′
σ + zσz

′
σ = 2Re(zσz

′
σ) = 2(xσx

′
σ + xσx

′
σ). So

⟨z, z′⟩ =
∑

ρ xρx
′
ρ +

∑
σ(zσz

′
σ + zσz

′
σ) =

∑
ρ xρx

′
ρ +

∑
σ 2(xσx

′
σ + xσx

′
σ) =

∑
τ ατxτx

′
τ .

Remark. The scalar product ⟨x, y⟩ =
∑

τ ατxτyτ transfers the canonical measure from KR to
Rr+2s. It obviously dif and only ifers from the standard Lebesgue measure by volcan(X) =
2s volLeb(f(X)).

Theorem 5.25. Let 0 ̸= a ⩽ OK. Then Γ = j(a) is a complete lattice in KR. Its fundamental
mesh has volume vol(Γ) =

√
|∆K|[OK : a].

Proof. Let {α1, . . . , αn} be a Z-basis of a. Then Γ = Zj(α1) + · · · + Zj(αn). Let {τ1, . . . , τn} be
the embeddings of K ↪! C and set A = (τi(αj)). Recall (det(A))2 = d(α1, . . . , αn) = ∆(a) =
[OK : a]2∆(OK). Note (⟨j(αi), j(αk)⟩) = (

∑n
l=1 τl(αi)τ l(αk)) = AAt. Since {j(α1), . . . , j(αn)} is a

Z-basis of ja, vol(Γ) = |det(⟨j(αi), j(αk)⟩)|
1
2 = |det(A)| =

√
|∆K|[OK : a].

Theorem 5.26. Let 0 ̸= a ⩽ OK. Let cτ > 0 so that cτ = cτ for each embedding K ↪! C and∏
τ cτ >

(
2
π

)s√|dK|[OK : a]. Then there exists 0 ̸= a ∈ a such that for each embedding τ : K ↪! C,
|τ(a)| < cτ .

Proof. Let X = {(zτ ) ∈ KR : |zτ | < cτ}. Then X is centrally symmetric and convex. Its volume

vol(X) can be computed via the map f : KR
∼=−!
∏

τ R given by (zτ ) 7! (xτ ). With f(X) =
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{
(xτ ) ∈

∏
τ R : |xρ| < cρ, x

2
σ + x2σ < c2σ

}
, it comes out

vol(X) = 2s volLeb(f(X)) = 2s
∏
ρ

(2cρ)
∏
σ

(πc2σ) = 2r+sπs
∏
τ

cτ

> 2r+sπs

(
2

π

)s√
|∆K|[OK : a] = 2n vol(Γ).

This shows X satisfies the hypothesis of Minkowski’s lattice point theorem. Also since Γ = j(a) is
a complete lattice in KR, there exists a lattice point j(a) ∈ X with 0 ̸= a ∈ a, i.e., |τ(a)| < cτ for
any embedding τ : K ↪! C.

Example 5.27. Work out for K = Q(i).

5.3 The Class Number

Let K be a number field and O = OK.

Remark. If Cl(K) = JK/PK is finite, set hK = |Cl(K)|, which is the class number, then hK = 1 if
and only if OK is a UFD.

Lemma 5.28. Let K = Q(
√
d). For d < 0, hK = 1 if and only if

d = −1,−2,−3,−7,−11,−19,−43,−67,−163.

Example 5.29. Let a ∈ JK. If m is the smallest positive integer such that am is principal, then
m is the smallest positive integer such that (a+ PK)

m = PK, and so m | hK.

Remark (Conjecture, Gauss). (a) limd!∞ hQ(
√
d) = ∞, which is solved by Heilbronn, 1934.

(b) There are infinitely many d > 0 such that hQ(
√
d) = 1, where about 75.446% of the real quadratic

fields has class number 1.

Remark. In general, there are not nice patterns in the sizes of class groups except in cyclomatic
fields Q(ξpn).

Proof. p-sylow subgroup of ClKn
.

Remark. For our case (or if Gal(F/Q) is abelian), it is known that µ = 0.

Remark. Let a, b ⊆ O be ideals, then N(ab) = N(a)N(b). It may therefore be extended to a
homomorphism

N : JK ! R>0

a =
∏
p

pνp 7!
∏
p

N(p)νp .

Lemma 5.30. Let 0 ̸= a ⩽ O, then there exists 0 ̸= a ∈ a such that
∣∣NK/Q(a)

∣∣ ⩽ ( 2π )s √∆KN(a),

i.e.,
∣∣NK/Q(a)

∣∣N(a−1) =
∣∣NK/Q(a)

∣∣N(a)−1 ⩽
(
2
π

)s √
∆K.
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Proof. Given ε > 0, we choose cτ ∈ R>0 with the embedding τ : K ↪! C such that cτ = cτ and∏
τ cτ =

(
2
π

)s√|∆K|N(a)+ε. Then there exists 0 ̸= a ∈ a such that |τ(a)| < cτ for each embedding

τ : K ↪! C. So
∣∣NK/Q(a)

∣∣ = ∏τ |τ(a)| <
∏

τ cτ =
(
2
π

)s√|∆K|N(a) + ε, which is true for all ε > 0.

Also, since
∣∣NK/Q(a)

∣∣ ∈ N , there exists 0 ̸= a ∈ a such that
∣∣NK/Q(a)

∣∣ ⩽ ( 2π )s√|∆K|N(a).

Theorem 5.31. hK <∞.

Proof. Let 0 ̸= p ⩽ O be prime. Then there exists prime 0 ̸= p ∈ Z such that p ∩ Z = pZ. Let
f := f(p/p) = [O/p : Z/pZ] ⩾ 1. Since O/p ∼= Ff

p , N(p) = [O : p] = |O/p| = pf . Note there are at
most [K : Q] primes p ⩽ O such that p | ⟨p⟩. Fix N ∈ N, since there are only finitely many rational
primes less than N , there are only finitely many primes p ⩽ O with N(p) ⩽ N , which are at most
[K : Q] · #{p | p ⩽ N} such p. Since every 0 ̸= a ⩽ O admits a representation a = pν1

1 · · · pνr
r ,

where νi > 0,
∑r

i=1 νi ⩽ n and N(a) = N(p1)
ν1 · · ·N(pr)

νr , there are together only a finite number
of ideals a of O with N(a) ⩽ N . It therefore suffices to show that each class a = aPK ∈ Cl(K)
contains a1 ⩽ O, which is one of the representatives, such that N(a1) ⩽ N :=

(
2
π

)s√|∆K|. Choose
a representative a of a. Since a−1 ∈ JK, there exists γ ∈ O ∖ {0} such that b := γa−1 ⊆ O. Then
by previous lemma, there exists 0 ̸= α ∈ b ⩽ O such that

N(αb−1) = N(⟨α⟩b−1) = N(⟨α⟩)N(b−1) =
∣∣NK/Q(α)

∣∣N(b−1) ⩽

(
2

π

)s

= N.

The ideal a1 = αb−1 = αγ−1a = a(αγ−1O) ∈ aPK = a therefore has the required property. Thus,
the class group is given by ClK =

{
a : a ⩽ O,N(a) ⩽

(
2
π

)s √
∆K
}
.

Remark. By previous proof, we have each ideal class contains an ideal a ⩽ O with N(a) ⩽(
2
π

)s √
∆K. Since a ⩽ O has a prime decomposition a = pν1

1 · · · pνr
r with νi ∈ N and N(a) =

(N(p1))
ν1 · · · (N(pνr

r )), to actually calculate the class group, we just need to look at the group
generated by p with p ⩽ O and N(p) ⩽

(
2
π

)s√|∆K| or just need to look at the rational primes that

is less than
(
2
π

)s √
∆K.

Example 5.32. Let K = Q(
√
−7). Then |∆K| = 7 and s = 1. Since

(
2
π

)1 √
7 ≈ 1.684, N(p) ⩽

1.684. Also, since N(p) ∈ Z>0, N(p) = 1. So ClK = {id} and then hK = 1.

Example 5.33. Let K = Q(
√
5). Then |∆K| = 5 and s = 0. So N(p) ⩽

(
2
π

)0 √
5 ≈ 2.236. Since

m√
5(x) = x2 − x− 1, which is irreducible modulo 2, we have ⟨2⟩ is irreducible. So ClK = {id}.

Example 5.34. Let K = Q(
√
−5). Then |∆K| = −20 and s = 1. So N(p) ⩽

(
2
π

)1 √
20 ≈ 2.847.

Since m√
5(x) = x2 + 5 ≡ (x + 1)2 (mod 2), ⟨2⟩ = ⟨2,

√
−5 + 1⟩2. Note O = Z[

√
−5]. Suppose

p := ⟨2,
√
−5 + 1⟩ = ⟨x + y

√
−5⟩ for some x, y ∈ Z. Since 2 ∈ p, then x + y

√
−5 | 2. So

NK/Q(x+y
√
−5) | NK/Q(2), i.e., NKQ(x+y

√
−5) | 4. Similarly, since

√
−5+1 ∈ p, NK/Q(x+y

√
−5) |

6. Also, since x+ y
√
−5 ̸∈ O×, NK/Q(x+ y

√
−5) = 2, i.e., x2 + 5y2 = 2, a contraction (or because

x2+5y2 ̸= 21 = 2). Hence p ̸∈ PK, i.e., p ̸= id. Since p2 = ⟨2⟩ = id and then ClK = {id, p} ∼= Z/2Z.

Example 5.35. Let K = Q(
√
82). Then ∆K = 4 · 82 and s = 0. Since

(
2
π

)0 √
4 · 82 ≈ 18.11, we
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need to consider primes over the rational primes 2, 3, 5, 7, 11, 13, 17.

p T 2 − 82 (mod p) ⟨p⟩
2 T 2 p22
3 (T − 1)(T + 1) p3p

′
3

5 irreducible prime
7 irreducible prime
11 (T + 4)(T + 7) p11p

′
11

13 (T + 2)(T − 2) p13p
′
13

17 irreducible prime

Since ⟨5⟩, ⟨7⟩, ⟨17⟩ ∈ PK are irreducible, we don’t need to consider primes over 5, 7, 17. So ClK
is generated by p2, p3, p

′
3, p11 and p13. Since p3p

′
3 = ⟨3⟩ ∈ PK, p3p

′
3 = ⟨3⟩ = id, i.e., p′3 = p−1

3 .

Similarly, p22 = p22 = id. Since NK/Q(7 +
√
82) = −1 · 3 · 11, ⟨7 +

√
82⟩ = p3p11. Similarly,

p11 = p−1
3 . Since NK/Q(11 +

√
82) = 3 · 13, ⟨11 +

√
82⟩ = p3p13. Similarly, p13 = p−1

3 . Since

NK/Q(10+
√
82) = 18 = 2 · 32, ⟨10+

√
82⟩ can only be divisible by p2, p3 and p′3. Since 3 ∤ 10+

√
82

and p3p
′
3 = ⟨3⟩, p3 and p′3 can’t both divide ⟨10 +

√
82⟩. We say p′3 is the one that divides

10 +
√
82, so ⟨10 +

√
82⟩ = p2p

′2
3 . Hence, p2 = p′23

−1 = p′3
−2 = p23. Thus, ClK = ⟨p3⟩. Since

id = p22 = p23
2 = p43, p3 has order dividing 4. Suppose p2 = id, since O = Z[

√
82], there exists

a, b ∈ Z such that p2 = ⟨a+ b
√
82⟩. Then ⟨2⟩ = p22 = ⟨(a+ b

√
82)2⟩. Since O is an integral domain,

there exists u ∈ O× such that 2 = (a + b
√
82)2u. Taking norms, we have N(u) > 0. Also, since

N(u) = {±1}, N(u) = 1. Since O× ∼= ±(9 +
√
82)Z and NK/Q(9 +

√
82) = −1, the positive units of

norm 1 are the integral powers of (9 +
√
82)2, which are all squares. So µ as a unit square can be

absorbed into the (a + b
√
82)2 term with a, b ∈ Z. Then we have to solve 2 = (a + b

√
82)2. But

then
√
2 ∈ Z[

√
82], a contradiction. Hence p2 ̸= id and then p3 has order 4. Thus, ClK ∼= Z/4Z.

Example 5.36. Let K = Q(
√
−30). Then s = 1 and ∆K = −120. Since

(
2
π

)s√|−120| ≈ 6.97, the
class group is generated by primes dividing 2,3 and 5.

p T 2 + 30 (mod p) ⟨p⟩
2 T 2 p22
3 T 2 p23
5 T 2 p25

So p2, p3 and p5 each have order dividing 2 in ClK. Also, f(p2/2) = f(p3/3) = f(p5/5) = 1.
For a, b ∈ Z, N(⟨a + b

√
−30⟩) = NK/Q(a + b

√
−30) = a2 + 30b2 which is never 21, 31 or 51. So

p2, p3, p5 ̸∈ PK and then p2, p3 and p5 each have order 2 in ClK. Moreover, since NK/Q(
√
−30) =

30 = 2 · 3 · 5, ⟨
√
−30⟩ = p2p3p5, i.e., p2p3p5 = id. So p2 and p3 generate the class group. Also, since

p2p3 = p−1
5 = p5 ̸= id, we have p2 ̸= p−1

3 . Thus, ClK ∼= C2 × C2
∼= Z/2Z × Z/2Z, where C2 is the

cyclic group of order 2.

Remark (Exer). Show that if d > 0 and
∣∣∣disc(Q(

√
d))
∣∣∣ ⩽ d, then Q(

√
d) has class number 1.

5.4 Dirichlet’s Unit Theorem

The group of units O×
K contains the finite group µ(K) of the roots of unity that lie in K, but

in general is not itself finite. Its size is in fact determined by the number r of real embeddings
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ρ : K ↪! R and the number s of pairs σ, σ : K ↪! C of complex conjugate embeddings. To describe
the group, we use the following commutative diagrams from Minkowski’s theorem,

K× K×
R [

∏
τ R]

+

Q× R× R

j

NK/Q

λ

l

N Tr

log||

In the upper part of the diagram we consider the subgroups. The group of units: O×
K = {ε ∈ OK :

NK/Q(ε) = ±1}. The “norm-one surface”: S = {y ∈ K×
Q : N(y) = ±1}. The “trace 0” hyperplane:

H =
{
x ∈ [

∏
τ R]

+
: Tr(x) = 0

}
. We obtain the homomorphisms

O×
K S H

j

λ

l

and the composite λ := l ◦ j : O×
K ! H. Set Γ = λ(O×

K) ⩽ H, which is what we want to work with.

Theorem 5.37. We have the exact sequence:

1! µ(K)! O×
K

λ
−! Γ! 0.

Lemma 5.38. Up to multiplication by units, there are only finitely many elements α ∈ OK of given
norm NK/Q(α) = α.

Theorem 5.39. The group Γ is a complete lattices in the (r + s− 1)-dimensional vector space H
and is therefore isomorphism to Zr+s−1.

Corollary 5.40. O×
K
∼= µ(K)×Zr+s−1. In other words, there exists units ε1, . . . , εr+s−1, called fun-

damental units, such that any other unit ε can be written uniquely as a product ε = ξεν1
1 · · · ενr+s−1

r+s−1 ,
with a root of unity ξ.

Example 5.41. Let K = Q(i). Then r = 0 and s = 1 and so O×
K
∼= µ(Q(i)) × Z1+0−1 ∼= µ(Q(i)).

Since deg(Q(i)/Q) = 2, any ξp ∈ O×
K must have the minimal polynomial of degree at most 2. Note

that {±1,±i} ⊆ O×
K. Check explicitly that ξ3 ̸∈ Z[i]. So O×

K = Z[i]× = {±1,±i}.

Example 5.42. Let K = Q(
√
2). Then r = 2 and s = 0 and so O×

K
∼= µ(Q(

√
2)) × Z2+0−1 ∼=

{±1} × Z. Note ε ∈ O×
K if and only if NK/Q(ε) = ±1. Let ϵ = x + y

√
2 ∈ O×

K. Then there exists

ϵ′ ∈ O×
K such that εε′ = ±1. Solve the equation ±1 = NK/Q(ε) = x2 − 2y2. By inspection, we have

x = y = 1 and so ε = 1 +
√
2. This is the “simplest” solution, up to sign, so it is fundamental

and hence O×
K

∼= ±(1 +
√
2)Z. Suppose we didn’t see the solution via inspection. Consider the

equation x2 − 2y2 = 1. Use continued fractions to find a fundamental solution x = 3, y = 2. Then
u = 3 + 2

√
2 ∈ O×

K. Suppose there is an ε = a+ b
√
2 ∈ O×

K with NK/Q(ε) = −1 and ε2 = 3 + 2
√
2.

Then we get ϵ = 1 +
√
2 and so O×

K
∼= ±(1 +

√
2)Z = {±(1 +

√
2)n : n ∈ Z}.
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5.5 Kummer’s theorem

We will mostly prove the following theorem.

Theorem 5.43. Let p > 3 with p ∤ hQ(ξp). Then xp + yp = zp has no nontrivial solution with
p ∤ xyz.

Definition 5.44. The prime p with p ∤ hQ(ξp) are called regular prime.

Remark (Conjecture). There are infinitely many regular prime. In fact, most primes should be
regular.

Theorem 5.45. There are infinitely many irrgular primes.

We will study Q(ξp).

Definition 5.46. The cyclotomic units of Z[ξp] are elements of the form
ξbp−1

ξap−1 with p ∤ ab.

Remark. Since p ∤ ab, there exists c ∈ Z such that b ≡ ac (mod p). Then
ξbp−1

ξap−1 =
ξac
p −1

ξap−1 =

1 + ξap + · · ·+ ξ
a(c−1)
p ∈ Z[ξp].

Remark. For p ∤ ab,
(

ξbp−1

ξap−1

)−1

=
ξap−1

ξbp−1
∈ (Z[ξp])×. So the cyclotomic units form a subgroup of

Z[ξp].

Lemma 5.47. For p ∤ k, ⟨1− ξp⟩ = ⟨1− ξkp ⟩.

Proof.
1−ξkp
1−ξp

∈ (Z[ξp])×.

Lemma 5.48. The prime decomposition of ⟨p⟩ is ⟨1− ξp⟩p−1, and hence ⟨1− ξp⟩ is prime in OK.

Proof. Since 1 + x + · · · + xp−1 = Φp(x) =
∏p−1

j=1(x − ξjp), p = Φp(1) =
∏p−1

j=1(1 − ξjp). So ⟨p⟩ =∏p−1
j=1⟨1 − ξjp⟩. For j = 1, . . . , p − 1, since p ∤ j, by previous lemma, ⟨1 − ξp⟩ = ⟨1 − ξjp⟩. Hence

⟨p⟩ =
∏p−1

j=1⟨1− ξp⟩ = ⟨1− ξp⟩p−1. Furthermore, since [K : Q] = p− 1, ⟨p⟩ can have at most p− 1
prime factors, thus in fact it is a prime decomposition, so we also get ⟨1− ξp⟩ ⩽ OK is prime.

Lemma 5.49. Suppose α = a0+a1ξp+· · ·+ap−1ξ
p−1
p with ai ∈ Z. If ai = 0 for some i = 1, . . . , p−1,

then if there exists n ∈ Z such that n | α, then n | aj for all j = 1, . . . , p− 1.

Proof. If ai = 0 for some i = 1, . . . , p− 1, then let {1, ξp, . . . , ξ̂ip, . . . , ξp−1
p } be a basis of Z[ξp]. So α

is written in terms of a basis and thus if n | α, n divides all the coefficients.

Lemma 5.50. Let α ∈ Z[ξp]. Then αp is congruent to an element of Z modulo p.

Proof. Let α ∈ Z[ξp] and write α = a0 + a1ξp + · · ·+ ap−2ξ
p−2
p with ai ∈ Z. Then αp ≡ ap0 + ap1ξ

p
p +

· · ·+ app−2ξ
(p−2)p
p ≡ ap0 + ap1 + · · ·+ app−2 (mod p).
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Remark. Given any prime p, K = Q(ξp) ⊆ C, but K is not contained in R. For any σ ∈ Gal(K/Q),
σ never sends Q(ξp) into R. Furthermore, one of the automorphisms in Gal(K/Q) is the complex
conjugation c : K! K with c fixing Q, so c ∈ Gal(K/Q) and K+ := K⟨c⟩. Since the automorphisms
have a group structure, we can pair each automorphism σ ∈ Gal(K/Q) with its conjugate. Note
that this is equivalent in pairing elements of (Z/pZ)× with their additive inverse. However, there
is a large subfield K+ ∈ Q(ξp) which sits insider of R, properties of K and K+ gives us information
on the number of independents of each field and relates the corresponding rings of integers OK and
OK+ with the use of Dirichlet’s Unit Theorem, stated below. Since c2 = 1, |⟨c⟩| = 2 and then
[K : K+] = 2.

Theorem 5.51 (Dirachlet’s Unit Theorem). For any number field K, rank(O×
K) = r + s− 1.

Theorem 5.52. Let p > 2 and K = Q(ξp). Then

(a) K is totally complex field, i.e., r = 0 and s = p−1
2 .

(b) The maximal totally real subfield of K, i.e., the largest subfield fixed by complex conjugations is
K+ = Q(ξp + ξ−1

p ) = K ∩ R. Furthermore, OK+ = Z[ξp + ξ−1
p ] and [K : K+] = 2.

(c) K and K+ have the same unit rank, i.e., O×
K and O×

K+ have the same rank. In particular, the

embedding OK+ ↪! O×
K has finite index.

Proof. (a) Let σ : K ↪! C be an embedding. Since all nontrivial pth roots of unity are primitive,
σ(ξp) = ξkp for some k with p ∤ k. Since p > 2, ξkp ̸∈ R for any k with p ∤ k. So r = 0 and 2s = p− 1.

(b) Since the imaginary coefficients of ξp and ξ−1
p are additive inverses, ξp + ξ−1

p ∈ R and then
Q(ξp + ξ−1

p ) ⊆ K+. Since x − ξp ̸∈ Q(ξp + ξ−1
p )[x] and ξp is a root of f(x) = x2 − (ξp + ξ−1

p )x +
1 ∈ Q(ξp + ξ−1

p )[x], we have f is the minimal polynomial for ξp over Q(ξp + ξ−1
p ) = K+ and so

[K : K+] = 2. Since K is not totally real, Q(ξp + ξ−1
p ) must be the maximal real subfield in K.

(c) By Dirichlet’s Unit Theorem, rankZ(OK
×) = r + s − 1 = p−1

2 − 1. Furthermore, [K+ : Q] =
[K:Q]
[K:K+] =

p−1
2 and as K× is totally real, rankZ(OK+

×) = r + s− 1 = [K+ : Q] + 0− 1 = p−1
2 − 1.

Remark. Units in O×
K can be easily described in terms of units in O×

K+ since the maximal real
subfield is rather large in such a manner that the index of the unit groups is finite. we show in the
following Proposition that any unit of K can be decomposed into a product of pth root of unity and
a totally real unit in O×

K+ .

Proposition 5.53. For any u ∈ O×
K, there exist v ∈ O×

K and r ∈ Z such that u = ξrpv. In particular,

this gives [O×
K : O×

K+ ] = p.

Proof. Not given.

Remark. Note zp = xp + yp = (x+ y)(x+ ξpy) · · · (x+ ξp−1
p y). Want to consider this in terms of

ideals: ⟨z⟩p = ⟨x+ y⟩⟨x+ ξpy⟩ · · · ⟨x+ ξp−1
p y⟩.

Lemma 5.54. Let (x, y, z) be a nontrivial solution to xp + yp = zp. The ideals ⟨x + ξjpy⟩ for
j = 0, . . . , p − 1 are either relatively prime (will be when p ∤ xyz) or have exactly one common

factor ⟨1− ξp⟩ so that the ideals ⟨x+ξjpy

1−ξp
⟩ for j = 0, . . . , p− 1 are relatively prime.
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Proof. Wlog., we can assume gcd(x, y, z) = 1. Suppose there exists p ⩽ Z[ξp] prime such that
p | ⟨x + ξjpy⟩ and p | ⟨x + ξjpy⟩ for 0 ⩽ i ̸= j ⩽ p − 1. Then p | ⟨x + ξipy⟩ − ⟨x + ξjpy⟩. Since

0 ⩽ i, j ⩽ p− 1 and i ̸= j, p ∤ i− j and p ∤ j − i. Also, since ξip ∈ Z[ξp]×, p | ⟨x+ ξipy⟩ − ⟨x+ ξjpy⟩ =
⟨ξipy − ξjpy⟩ = ⟨ξip(1 − ξj−i

p )y⟩ = ⟨1 − ξp⟩⟨y⟩. So p | ⟨1 − ξp⟩ or p | ⟨y⟩. Since ξj−i
p ∈ Z[ξp]×,

⟨x + ξipy⟩ = ⟨ξj−i
p ⟩⟨x + ξipy⟩ = ⟨ξj−i

p x + ξjpy⟩. So p | ⟨ξj−i
p x + ξjpy⟩ − ⟨x + ξjpy⟩ = ⟨1 − ξp⟩⟨x⟩.

Similarly, we have p | ⟨1 − ξp⟩ or p | ⟨x⟩. Hence either p | ⟨1 − ξp⟩ or p | ⟨x⟩ and p | ⟨y⟩. Since
gcd(x, y) = 1, we get p | ⟨1 − ξp⟩. Also, since ⟨1 − ξp⟩ is prime, p = ⟨1 − ξp⟩. Furthermore, since
(x+ ξj+1

p y) = (x+ ξjpy) + ξjp(ξp − 1)y, if ⟨1− ξp⟩ | ⟨x+ ξjpy⟩, then ⟨1− ξp⟩ | ⟨x+ ξj+1
p y⟩. Hence if

⟨1− ξp⟩ is a factor of ⟨x+ ξipy⟩ for one i ∈ Z, then it is a factor of it for all i ∈ Z. In particular, if
⟨1− ξp⟩ is a common factor, then x+ ξ0py = x+ y ≡ 0 (mod ⟨1− ξp⟩). Since 1− ξp | x+ y, we have
N(1− ξp) | N(x+ y), i.e., p | (x+ y)p. So p | x+ y. So zp ≡ xp + yp ≡ (x+ y)p ≡ x+ y ≡ 0 (mod p)
and then z ≡ 0 (mod p), i.e., p | z, i.e., p | xyz. If p ∤ z, then we’ve arrived at a contradiction and
we are done and so ⟨x+ ξjpy⟩ for j = 0, . . . , p− 1 are relatively prime. Assume now p | z and then
we can assume p ∤ y, otherwise, p | x since p | x+ y, which is contradicted to gcd(x, y, z) = 1. Since
1 − ξp | p ∤ y, we have (1 − ξp)

2 ∤ (x + ξipy) for any i ∈ Z. So ⟨1 − ξp⟩2 ∤ ⟨x + ξipy⟩ for any i ∈ Z.

Thus, the ideals ⟨x+ξipy

1−ξp
⟩ for j = 0, . . . , p− 1 are relatively prime. (Note ⟨x+ ξjpy⟩ and ⟨x+ ξipy⟩ are

both divisible by ⟨1− ξp⟩2.)

Remark. New proof: If p ∤ hp, Gal(Q/Q(ξp))! GL1. If p | hp, Gal(Q/Q(ξp))! GL2.

Lemma 5.55 (Kummer’s Lemma). Suppose p > 3 is a regular prime and u ∈ O×
K satisfies u is

congruent to an integer modulo p. Then u is a pth power of an element in O×
K.

Theorem 5.56. Let p > 3 be regular. Then xp + yp = zp has no nontrivial integer solution with
p ∤ xyz.

Proof. We can assume if (x, y, z) is a solution, then gcd(x, y, z) = 1. Claim we can assume x ̸≡
y (mod p). Suppose x ≡ y ≡ −z (mod p). Then z ≡ zp ≡ xp + yp ≡ x + y (mod p). So
3z ≡ 0 (mod p) and then p | 3 or p | z, which is contradicted by p > 3 and p ∤ xyz. We must have
either x ̸≡ y (mod p) or y ̸≡ −z (mod p). Suppose x ≡ y (mod p), then y ̸≡ −z (mod p), i.e.,
x ̸≡ −z (mod p). If (x, y, z) is a solution to xp+yp = zp, then xp−zp = −yp, i.e., xp+(−z)p = (−y)p.
So (x,−z,−y) is a solution with the first two entries not congruent modulo p. Suppose we have
a nontrivial solution with p ∤ xyz, then ⟨z⟩p = ⟨x + y⟩⟨x + ξpy⟩ · · · ⟨x + ξp−1

p y⟩. Since p ∤ z, by
previous proof, the ideals ⟨x + ξjpy⟩ are relatively prime. Since this decomposition is equal to the

pth power of the ideal generated by z, each ⟨x + ξjpy⟩ for j = 1, . . . , p − 1 must be a power of an

ideal Ii. Then ⟨x+ ξjpy⟩ = Ipj for j = 0, . . . , p− 1. So Ipj ∈ PK for j = 0, . . . , p− 1. Hence Ipj + PK
is the identity of ClK for j = 0, . . . , p − 1 and then the order of Ij + PK ∈ ClK must divide p for
j = 0, . . . , p− 1. Since p is regular, p ∤ hK = |ClK| and the order of Ij +PK is 1 for j = 0, . . . , p− 1.
So Ij ∈ PK for j = 0, . . . , p − 1. For j = 0, . . . , p − 1, write Ij = ⟨αj⟩ for some αj ∈ Z[ξp]. Then
⟨x + ξjpy⟩ = Ipj = ⟨αp

j ⟩ for j = 0, . . . , p − 1. So for j = 0, . . . , p − 1, x + ξjpy = ujα
p
j for some

uj ∈ O×
K. For j = 0, . . . , p−1, by previous proposition, we can write uj = ξ

rj
p vj for some rj ∈ Z and

vj ∈ O×
K+ . For j = 0, . . . , p − 1, since αj ∈ Z[ξp], by previous lemma, such that αp

j ≡ aj (mod p)

for some aj ∈ Z. Then for j = 0, . . . , p− 1, x+ ξjpy = ujα
p
j = ξ

rj
p vjα

p
j ≡ ξ

rj
p vjaj (mod p). Also, for

j = 0, . . . , j − 1, since x, y ∈ Z and vj ∈ O×
K+ ⊆ K+ ⊆ R,

x+ ξ−j
p y = x+ ξjpy = ξ

rj
p vjα

p
j = ξ−rj

p vjα
p
j = ξ−rj

p vjα
p
j ≡ ξ−rj

p vjaj ≡ ξ−rj
p vjaj (mod p),
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i.e., vjaj ≡ ξ
rj
p (x+ξ−j

p y) (mod p). So for j = 0, . . . , p−1, x+ξjpy ≡ ξ
rj
p vjaj ≡ ξ

2rj
p (x+ξ−j

p y) (mod p),

i.e., p | x + yξjp − xξ
2rj
p − yξ

2rj−j
p . Actually, for j = 1, . . . , p − 1, we can find a contradiction and

so let 1 ⩽ j ⩽ p − 1. If 1, ξjp, ξ
2rj
p , ξ

2rj−j
p are distinct, then by previous lemma, p | x and p | y, a

contradiction. Since 0 < j < p, 1 ̸= ξjp and ξ
2rj
p ̸= ξ

2rj−j
p .

(a) Let 1 = ξ
2rj
p . Then p | x+ yξjp − x− yξ−j

p = y(ξjp − ξ−j
p ). So p | y, a contradiction.

(b) Let ξjp = ξ
2rj−j
p = ξ

2rj
p ξ−j

p . Since p > 2, ξ
2rj
p ̸= 1. Also, since p | x − xξ

2rj
p , we have p | x, a

contradiction.

(c) Let 1 = ξ
2rj−j
p , then ξjp = ξ

2rj
p and so p | x−y+(y−x)ξjp. Then p | x−y, which is contradicted

by x ̸≡ y (mod p).

Remark. What if p | xyz? By dividing out gcd(x, y, z), we can assume p only divides one of x, y, z.
Claim. We can assume p only divide z. If (x0, y0, z0) is a solution with p | x0 and p ∤ y0z0, then
xp0 + yp0 = zp0 , i.e., (−z0)p + yp0 = (−x0)p. So (x1, y1, z1) = (−z0, y0,−x0) is another solution with
p | z1 and p ∤ x1y1.

Lemma 5.57. Let α ∈ OK ∖ ⟨1− ξp⟩. Then there exist l, a such that ξlpα ≡ a (mod ⟨1− ξp⟩2).

Proof. Since OK = Z[ξp] = Z[1− ξp], powers of 1− ξp form a Z-basis. Then there exist a0, a1 ∈ Z
such that α ≡ a0 + a1(1 − ξp) (mod ⟨1 − ξp⟩2). Since α ̸∈ ⟨1 − ξp⟩ and 1 − ξp | p, we have
a0 ̸≡ 0 (mod p). So there exists l ∈ Z such that a1 ≡ a0l (mod p). Since ξp = 1 − (1 − ξp),
ξlp ≡ 1− l(1− ξp) (mod ⟨1− ξp⟩2). Thus, since 1− ξp | p | a1 − la0,

ξlpα ≡ (1− l(1− ξp)) (a0 + a1(1− ξp)) ≡ a0 + (a1 − la0)(1− ξp) ≡ a0 (mod ⟨1− ξp⟩2).

Theorem 5.58. Let p > 3 be regular. Then xp + yp = zp with p | z has no nontrivial solution.

Proof. We prove a stronger statement: there are no nontrivial solutions to xp+yp = u(1−ξp)kpzp0 =
u
(
(1− ξp)

kz0
)p
, with x, y, z0 ∈ OK relatively prime and u ∈ O×

K and k ⩾ 1. In particular, let u = 1
and z = pjz0 with p ∤ z0 and j ⩾ 1. Since p = (1 − ξp)

p−1, letting k = j(p − 1), z = pjz0 =
(1 − ξp)

j(p−1)z0 = (1 − ξp)
kz0. Suppose we have a solution (x, y, z0), then ⟨u(1 − ξp)

kpzp0⟩ =
⟨x+y⟩ · · · ⟨x+ξp−1

p y⟩. Since k > 0 and ⟨1−ξp⟩ is prime, ⟨1−ξp⟩ | ⟨x+ξjpy⟩ for some j. By previous

proof, ⟨1− ξp⟩ | ⟨x+ ξipy⟩ for each i. By previous theorem, we also have ⟨x+ξjpy

1−ξp
⟩ for j = 0, . . . , p− 1

are relatively prime. Since 1− ξp | p ∤ x and 1− ξp | p ∤ y, x, y ∈ OK ∖ ⟨1− ξp⟩. By previous lemma,
there exist l, j ∈ Z and a, b ∈ Z such that ξlpx ≡ a (mod ⟨1 − ξp⟩2) and ξjpy ≡ b (mod ⟨1 − ξp⟩2).
Then ξlpx + ξjpy ≡ a + b (mod ⟨1 − ξp⟩2). Since (ξlpx)

p + (ξjpy)
b = xp + yp = u

(
(1− ξp)

kz0
)p
,

we have (ξlpx, ξ
j
py, z0) is a new solution. Replace (x, y, z0) with (ξlpx, ξ

j
py, z0), we have x + y ≡

a + b (mod ⟨1 − ξp⟩2), i.e., (1 − ξp)
2 | (x + y) − (a + b). Since 1 − ξp | x + ξ0py = x + y, we have

1− ξp | a+ b. Then like before, since a+ b ∈ Z, we have p | a+ b and then ⟨1− ξp⟩p = ⟨p⟩ | ⟨a+ b⟩.
Since p > 2, (1−ξp)2 | a+b and so (1−ξp)2 | x+y. If k = 1, then 1−ξp | z0. But since 1−ξp | p ∤ z0,
1−ξp ∤ z0, a contradiction. Our goal now is to apply infinite descent to the power k. We just showed
k ⩾ 2. Pick our solution to have the minimum k. Then we will construct a new solution with a

smallest k, giving the contradiction. Since ⟨x+ξjpy

1−ξp
⟩ for j = 0, . . . , p − 1 are relatively prime and

⟨1− ξp⟩2 | ⟨x+y⟩, ⟨1− ξp⟩ || ⟨x+ ξjpy⟩ for j = 1, . . . , p−1. So ⟨1− ξp⟩p−1 || ⟨x+ ξpy⟩ · · · ⟨x+ ξp−1
p y⟩.
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Also, ⟨1 − ξp⟩kp || ⟨zp⟩ = ⟨xp + yp⟩. So ⟨1 − ξp⟩kp−p+1 || ⟨x + y⟩, i.e., ⟨1 − ξp⟩(k−1)p || ⟨ x+y
1−ξp

⟩.
Consider

⟨(1− ξp)
k−1z0⟩p = ⟨ x+ y

1− ξp
⟩ · · · ⟨

x+ ξp−1
p y

1− ξp
⟩.

Since ⟨x+ξp−1
p y

1−ξp
⟩ for j = 0, . . . , p− 1 are relatively prime, the same argument as in previous version

of Kummer’s theorem (put where we have p ∤ hK) gives each ideal is the pth power of a primitive

ideal. So for j = 0, . . . , p − 1, there exists αj ∈ OK and uj ∈ O×
K such that

x+ξyp
1−ξp

= ujα
p
j . Since

αp
0, . . . , α

p
p−1 are relatively prime, α0, . . . , αp−1 are relatively prime. Since ⟨1− ξp⟩ || ⟨x+ ξjpy⟩ for

j = 1, . . . , p− 1, we have 1− ξp ∤ αj for j = 1, . . . , p− 1. Also, since 1− ξp ∤ z0, ⟨1− ξp⟩k−1 || ⟨α0⟩.
So we can write α0 = (1− ξp)

k−1β with 1− ξp ∤ β. Since

y =
(x+ y)− (x+ ξpy)

1− ξp
=

x+ y

1− ξp
− x+ ξpy

1− ξp
= u0α

p
0 − u1α

p
1 = u0(1− ξp)

(k−1)pβp − u1α
p
1,

and

y =
(x+ ξ−1

p y)− (x+ y)

ξ−1
p (1− ξp)

= ξp

(
x+ ξ−1

p y

1− ξp
− x+ y

1− ξp

)
= ξpup−1α

p
p−1 − ξpu0(1− ξp)

(k−1)pβp,

we have u1α
p
1 + ξpup−1α

p
p−1 = (1 + ξp)u0(1 − ξp)

(k−1)pβp, i.e., αp
1 +

ξpup−1

u1
αp
p−1 =

(1+ξp)u0

u1
(1 −

ξp)
(k−1)pβp. Since 1 + ξp =

1−ξ2p
1−ξp

, 1 + ξp ∈ O×
K. So v :=

ξpup−1

u1
∈ O×

K and ṽ :=
(1+ξp)u0

u1
∈ O×

K. Then

αp
1 + vαp

p−1 = ṽ(1− ξp)
(k−1)pβp. Since p | (1− ξp)

p−1, αp
1 + vαp

p−1 ≡ 0 (mod p). Then there exist
a1, ap−1 ∈ Z such that αp

1 ≡ a1 (mod p) and αp
p−1 ≡ ap−1 (mod p). So a1+vap−1 ≡ 0 (mod p). Since

p ∤ αp−1, p ∤ ap−1. Also, since a1 ∈ Z, v ≡ b (mod p) for some b ∈ Z. By Kummer’s Lemma, v = wp

for some w ∈ O×
K. Set x′ = α1 and y′ = wαp−1 and z′0 = β. Then x′p + y′p = ṽ(1 − ξp)

(k−1)pz′p0 .
This contradicts the minimality of k and gives an contradiction.



Chapter 6

Zeta Functions and L-series

6.1 Riemann Zeta function

Definition 6.1. Define the Riemann zeta function ζ(s) =
∑∞

n=1 n
−s, where s = σ + it ∈ C.

Remark. Consider ζ(s) on R. Then

• ζ(1) is not defined since it is the divergent harmonic series.

• ζ(σ) converges for σ ∈ R>1. (p-series)

• ζ(σ) diverges for σ ∈ R<1. (p-series)

Remark. For r ∈ R∖ 0, since Arg(r) = 0, we have∣∣∣∣ 1rs
∣∣∣∣ = ∣∣∣∣ 1

esLog(r)

∣∣∣∣ = 1∣∣es(ln|r|+iArg(r))
∣∣ =

∣∣∣∣ 1

e(σ+it) ln|r|

∣∣∣∣ = 1

eσ ln|r| =
1

|r|σ
.

Theorem 6.2. ζ(s) converges absolutely for Re(s) > 1 and uniformly on Re(s) ⩾ 1 + δ for any
δ ∈ R−> 0.

Proof. Apply Weierstrass’s M -test with Mn = 1
n1+δ .

Remark. From calculus, given f(x) that is infinitely many differentiable at a point x = a, then
we have a taylor series f(x) =

∑∞
n=0 an(x− a)n that converges for some x ∈ Bδ(a).

Definition 6.3. A zero of a function f(x) is a value such that f(a) = 0. If z0 is a zero of 1/f ,
then it is a pole of f .

Definition 6.4. A function f is meromorphic in a Bδ(z0) ⊆ C if either f or 1/f is holomorphic in
some Bδ(z0).

Definition 6.5. If f is a function that is meromorphic in Bδ(z0) ⊆ C, then there exists n ∈ N such

that f(z)
(z−z0)n

is holomorphic and nonzero in a neighborhood of z0.

(a) If n > 0, then z0 is a zero of order (or multiplicity) n.
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(b) If n < 0, then z0 is a pole of order |n|.

Simple zero and simple pole are zeroes and poles of order 1.

Theorem 6.6. In Bδ(z0), a nonzero meromorphic function f can be written as a Laurent series

f(z) =
∑

k=−n

ak(z − z0)
k for some n ∈ Z and a−n ̸= 0.

(a) If n > 0, z0 is a pole of order n and the residue at z = z0 is a−1.

(b) If n < 0, z0 is a zero of order |n|.

Remark. In complex analysis, analytic continuation is a technique to extend the domain of a given
analytic function. Analytic continuation oftn succeeds in defining further values of a function, for
example in a new region where an infinite series representation in terms of which it is initially
defined becomes divergent.

Definition 6.7. Given a function f that is analytic on some domain S ⊆ C, we say g is the analytic
continuation of f to R ⊇ S (really just need R ∩ S contains an open ball) if g is analytic on R and
g|R∩S = f .

Definition 6.8. Let σ0 be the smallest real number for which the series
∑∞

n=1 ann
−s converges for

Re(s) > σ0. The number σ0 is called the abscissa of convergence.

Remark (Partial summation). Let {an}n⩾1 and {bn}n⩾1 be two sequences. Let Am =
∑m

k=0 ak.

Then since a0 = A0,
∑N

k=0 akbk = a0b0 +
∑N

k=1(Ak −Ak−1)bk = ANbN +
∑N−1

k=0 Ak(bk − bk+1). So

for n ⩾ m, we have
∑n

k=m+1 akbk = Anbn −Ambm +
∑n−1

k=mAk(bk − bk+1).

Theorem 6.9. Let An =
∑n

k=1 ak. Assume there exist c, σ1 ∈ R>0 so that |An| ⩽ cnσ1 for any
n ∈ N. Then the abscissa of convergence σ0 ⩽ σ1.

Proof. Set Pn(s) =
∑n

k=1
ak

ks =
∑n

k=1 akk
−s, assume n ⩾ m, then

Pn(s)− Pm(s) = Ann
−s −Amm

−s +
n−1∑
k=m

Ak

(
1

ks
− 1

(k + 1)s

)

=
An

ns
− Am

ms
+

n−1∑
k=m

Aks

∫ k+1

k

1

xs+1
dx.

Let δ > 0. Then for Re(s) ⩾ σ1 + δ, we have for k ∈ N,∣∣∣∣∣Ak

∫ k+1

k

1

xs+1
dx

∣∣∣∣∣ ⩽ ckσ1

∫ k+1

k

∣∣∣∣ 1

xs+1

∣∣∣∣dx = ckσ1

∫ k+1

k

1

xσ+1
dx =

ckσ1

σ

(
1

kσ
− 1

(k + 1)σ

)
.
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So

|Pn(s)− Pm(s)| ⩽ |An|
|ns|

+
|Am|
|ms|

+

n−1∑
k=m

|s|

∣∣∣∣∣Ak

∫ k+1

k

1

xs+1
dx

∣∣∣∣∣
⩽
cnσ1

nσ
+
cmσ1

mσ
+

n−1∑
k=m

|s|ck
σ1

σ

(
1

kσ
− 1

(k + 1)σ

)

⩽
c

nσ−σ1
+

c

mσ−σ1
+
c|s|
σ

n−1∑
k=m

(
1

kσ−σ1
− 1

(k + 1)σ−σ1

(
k

k + 1

)σ1
)
.

If σ > σ1, this can be made arbitrarily small by choosing m,n large. Thus, we have the result.

Theorem 6.10. ζ(s) has analytic continuation to Re(s) > 0 except for a simple pole at s = 1 with
residue 1.

Proof. The previous theorem gives the abscissa of convergence is 1. For n ∈ N and s ∈ R>1, we

have
∫ n+1

n
1
xs dx ⩽ 1

ns ⩽
∫ n

n−1
1
xs dx. So

1

s− 1
=

∫ ∞

1

1

xs
dx ⩽ ζ(s) ⩽ 1 +

∞∑
n=2

∫ n

n−1

1

xs
dx = 1 +

∞∑
n=1

∫ n+1

n

1

xs
dx = 1 +

1

s− 1
,

i.e., 1 ⩽ (s − 1)ζ(s) ⩽ s. Once we prove that ζ(s) has analytic continuation to σ > 0 except
a possible pole at s = 1, this equality shows it has a single pole at s = 1 of residue 1. Set
ζ2(s) =

∑∞
n=1(−1)n+1n−s. Let an = (−1)n+1 for any n ∈ N and An =

∑n
i=1 ai. Then |An| ⩽ 1.

By previous theorem, ζ2(s) is analytic for σ > 0 (right half plane). Note 2
2s ζ(s) + ζ2(s) = ζ(s).

So ζ2(s) =
(
1− 1

2s−1

)
ζ(s). This gives the only possible pole of ζ(s) are when 2s−1 = 1, i.e.,

s = 2πin
ln 2 + 1. Set

ζr(s) =

∞∑
n=1

(−1)n+1

n(r−1)∑
j=(n−1)(r−1)+1

1

j
.

Let an = 1 if ⌊ n/r⌋ is even and an = −1 otherwise, for any n ∈ N and An =
∑n

i=1 ai. Then
|An| ⩽ r. By previous theorem, ζr(s) is analytic for Re(s) > 0 (right half plane). Note that
r
rs ζ(s)+ζr(s) = ζ(s). So ζr(s) =

(
1− 1

rs−1

)
ζ(s). This gives the only possible pole of ζ(s) are when

rs−1 = 1, i.e., the only poles are s = 2πir
ln 3 + 1. The only pole of ζ(s) with s ̸= 1 gives 2m = rn for

r ⩾ 3 and for some m,n ∈ N, a contradiction. Thus, s = 1 is the only pole of ζ(s).

Theorem 6.11. For Re(s) > 1, one has Euler product ζ(s) =
∏

p
1

1−p−s = E(s).

Proof. Let {an}n⩾1 ⊆ C be a sequence. We say
∏∞

n=1 an converges if
∏n

i=1 ai has nonzero limit.
This is the case if and only if the series

∑∞
n=1 Log an converges. The product is called absolutely

convergent if the series converges absolutely. In this case the product converges to the same limit
even after a reordering of its terms an. Observe if Re(s) = σ ⩾ 1 + δ for some δ > 0, then

|LogE(s)| =

∣∣∣∣∣∑
p

∞∑
n=1

1

npns

∣∣∣∣∣ ⩽∑
p

∞∑
n=1

1

npnσ
⩽
∑
p

∞∑
n=1

1

pnσ

⩽
∑
p

∞∑
n=1

(
1

p1+δ

)n

=
∑
p

1

p1+δ − 1
⩽ 2

∑
p

1

p1+δ
.
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So LogE(s) and thus E(s) converges absolutely for Re(s) ⩾ 1 + δ. Let N ∈ N. For all prime
p1, . . . , pr ⩽ N , write 1

1−p−s = 1 + 1
ps + 1

p2s + · · ·+ · · · . Then

∏
p⩽N

1

1− p−s
=

∞∑
ν1,...,νr=0

1

(pν1
1 · · · pνr

r )s
=
∑
n

′ 1

ns
,

where
∑′

denotes the sum over all natural numbers which are divisible only by prime numbers
p ⩽ N . Since for any n ⩽ N , n must be divisible only by prime p ⩽ N , we have∏

p⩽N

1

1− p−s
=
∑
n⩽N

1

ns
+
∑
n>N

′ 1

ns
.

So ∣∣∣∣∣∣
∏
p⩽N

1

1− p−s
− ζ(s)

∣∣∣∣∣∣ ⩽
∣∣∣∣∣∣
∑

n>N,pi|n

1

ns

∣∣∣∣∣∣ ⩽
∑
n>N

1

n1+δ
,

where the right hand side goes to zero as N !∞.

Definition 6.12. For Re(s) > 0, define the gamma function

Γ(s) =

∫ ∞

0

e−yys
dy

y
.

Proposition 6.13. (a) Γ(s) is analytic on operatornameRe(s) > 0 and has meromorphic contin-
uation to all of C.

(b) Γ(s) ̸= 0 on Re(s) > 0 and has simple poles at s = −n for all n ∈ Z⩽0 with resiude (−1)n

n! .
These are the only poles.

(c) It satisfies functional equations

(1) Γ(s+ 1) = sΓ(s),

(2) Γ(s)Γ(1− s) = π
sinπs ,

(3) Γ(s)Γ(s+ 1/2) = 2
√
π

22s Γ(2s). (Legendre’s duplication formula)

(4) It has the special values Γ(1/2) =
√
π, Γ(1) = 1 and Γ(k + 1) = k! for any k ∈ N.

Remark. Under which conditions, integrals and sums can be interchanged? This is given by a
special case of Fubini’s theorem.

Theorem 6.14. Suppose fn ∈ L1(R) for all n ∈ Z and that fn(t) ∈ l1 for all t ∈ R. If either∫
R

∑
n∈Z

|fn(t)|dt <∞ or
∑
n∈Z

∫
R
|fn(t)|dt <∞,

then ∫
R

∑
n∈Z

|fn(t)|dt =
∑
n∈Z

∫
R
|fn(t)|dt.
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Remark. To relate the gamma function to the zeta function, start with the substitution y 7! πn2y,
which gives

π−sΓ(s)
1

n2s
=

∫ ∞

0

e−πn2yys
dy

y
.

Then

π−sΓ(s)ζ(2s) =

∞∑
n=1

∫ ∞

0

e−πn2yys
dy

y
.

Since

∞∑
n=1

∫ ∞

0

∣∣∣e−πn2yys
∣∣∣dy
y

=

∞∑
n=1

∫ ∞

0

e−πn2yyRe(s) dy

y
= π−Re(s)Γ(Re(s))ζ(2Re(s)) <∞,

we have

π−sΓ(s)ζ(2s) =

∞∑
n=1

∫ ∞

0

e−πn2yys
dy

y
=

∫ ∞

0

∞∑
n=1

e−πn2yys
dy

y
.

Note g(y) =
∑∞

n=1 e
−πnsy aries from Jacobi’s classical theta series

θ(z) =
∑
n∈Z

eπin
2z = 1 + 2

∞∑
n=1

eπin
2z,

i.e., we gave g(y) = 1
2 (θ(iy)− 1).

Remark. Let ϑ(z) = θ(2z) =
∑

n∈Z e
2πin2z. Then for any

γ =

(
a b
c d

)
∈ Γ0(4) =

{(
a b
c d

)
∈ SL2(Z) : c ≡ 0 (mod 4)

}
,

and for any z ∈ H = {z ∈ C : Im(z) > 0}, one has the formula ϑ
(

az+b
cz+d

)
= j(γ, z)ϑ(z), where

j(γ, z) =
(
c
d

)
ε−1
d (cz + d)1/2, where

( c
d

)
=

 −
(

c
|d|

)
if c < 0, d < 0(

c
|d|

)
, otherwise

, εd =

{
1 if d ≡ 1 (mod 4)
i if d ≡ 3 (mod 4)

.

So Jacobi’s theta function ϑ(z) is an example of a modular form of weight 1/2 for the group Γ0(4).

Definition 6.15. Define the completed Riemann function as Λ(s) = π−s/2Γ(s/2)ζ(s).

Remark. The completed Riemann function implies ζ(s) = 0 whenever Γ(s/2). Since Λ(s) has
simple poles only at s = 0, 1 and Γ has simple poles at s = −n for all n ∈ Z⩽0, we have ζ(s/2)
must have zero at s/2 = −n for all n ∈ Z⩽−1, i.e., ζ(s) must have zero at all −2Z∖ {0}. These are
the “trivial zeros of ζ(s)”.

Theorem 6.16. The function Λ(s) has analytic continuation to C except for simple poles at s =
0 and s = 1 with residue −1 and 1. It satisfies a functional equation Λ(s) = Λ(1 − s), i.e.,
π−s/2Γ(s/2)ζ(s) = π−(1−s)/2Γ((1− s)/2)ζ(1− s).
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Remark. All our L-functions will have

• momermorphic function,

• Euler product,

• functional equation.

Remark. By Euler product, ζ(s) ̸= 0 for Re(s) > 1. Then by functional equation, ζ(s) ̸= 0 for
s < 0 except for n ∈ −2Z∖ {0}, we have other zeros have to lie in the critical strip 0 ⩽ Re(s) < 1.

Remark (Riemann Hypothesis). All the nontrivial zeroes of ζ(s) satisfies σ = 1/2.

Definition 6.17. Define the Bernoulli number as Bk, where
t

et−1 =
∑∞

k=0Bk
tk

k! .

Remark. B2k+1 = 0 for all k ∈ N. B0 = 1, B2 = 1/6, B4 = −1/30 and B6 = 1/42.

Theorem 6.18. For every k ∈ N, ζ(1− k) = −Bk

k .

Corollary 6.19. For every k ∈ N, ζ(2k) = (−1)k−1 (2π)2k

2(2k)!B2k.

Remark. The values ζ(2k−1) for k ∈ Z⩾2 forms a higherK-groupsKi(Z) from algebraicK-theory,

which take the lead. In fact one has a mysterious canonical isomorphism r : K4k−1(Z)⊗Z R
∼=−! R.

The image R2k of a nonzero element inK4k−1⊗ZQ is called the 2kth regulator. It is well-determined
up to a rational factor, i.e., it is an element of R∗/Q∗, and one has ζ(2k − 1) ≡ R2k (mod Q)∗.
This is part of the Beilinson-Bloch conjecture.

Theorem 6.20. p | hQ(ξp) if and only if p | Bj for some j = 2, 4, . . . , p− 3.



Chapter 7

Finite Fields

Theorem 7.1. For a prime p and a monic irreducible f ∈ Fp[x] of degree n, the ring Fp[x]/⟨f⟩ is
a field of order pn.

Proof. The cosets modulo f are represented by remainders c0 + · · ·+ cn−1x
n−1 with c0, . . . , cn−1 ∈

Fp. Note there are pn remainders. Since Fp[x] is a UFD and f is irreducible, we have f is prime
and then ⟨f⟩ is a prime ideal. Since Fp[x] is a PID, ⟨f⟩ is maximal ideal and then Fp[x]/⟨f⟩ is a
field.

Remark. We will see that every finite field is isomorphic to a field of the form Fp[x]/⟨f⟩. However,
not every finite field is literally of the form Fp[x]/⟨f⟩. For instance, Z[

√
2]/⟨3⟩ is another field of

size 9, which is isomorphic to F3[x]/⟨x2 − 2⟩ = F3[x]/⟨x2 + 1⟩.

Remark. For a finite field, the multiplicative group F× is cyclic but the additive group of F is
usually not cyclic. When F contains Fp, since p = 0 in Fp, every nonzero element of F has additive
order p, so F = Fpr is not additively cyclic unless r = 1.

Theorem 7.2. Every finite field is isomorphic to Fp[x]/⟨f⟩ for some prime p and some monic
irreducible f ∈ Fp[x].

Proof. Let F be a finite field. Then F has order pn for some n ∈ N, there is a field embedding
Fp ↪! F and F× is cyclic. Let F× = ⟨γ⟩. Define an evaluation at γ: evlγ : Fp[x] ! F given by
f(x) 7! f(γ). Then evlγ is a ring homomorphism that fixes Fp. Since evlγ(0) = 0 and for any
t ∈ F ∖ {0}, t is a power of γ, evlγ is onto. So Fp[x]/Ker(evlγ) ∼= F . Since Fp[x] is a PID and F is
field, Ker(evlγ) = ⟨g⟩ for some monic irreducible g ∈ Fp[x].

7.1 Finite fields as splitting fields

Lemma 7.3. A field of prime power order pn is a splitting field over Fp of xp
n − x.

Proof. Let F be a field of order pn. From the proof of previous theorem, F contains a subfield
isomorphic to Z/⟨p⟩ = Fp. Explicitly, the subring of F generated by 1 is a field of order p. Since
|F×| = pn − 1, tp

n−1 = 1 for any t ∈ F×. So tp
n

= t for any t ∈ F . Since the polynomial xp
n − x

has every element of F as a distinct root, F is a splitting field of xp
n − x over Fp.
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Theorem 7.4. For every prime power pn, a field of order pn exists.

Proof. Let F be a field extension of Fp over which xp
n − x splits completely. Inside F , the roots

of xp
n − x form the set S = {t ∈ F : tp

n

= t}. Since xp
n − x is separable, |S| = pn. Since S is a

subfield of F , S is a field of order pn.

Theorem 7.5. Any irreducible f(x) in Fp[x] of degree n divides xp
n − x and is separable.

Proof. Since the field Fp[x]/⟨f⟩ has order pn, tp
n

= t for any t ∈ Fp[x]/⟨f⟩. In particular, xp
n ≡

x (mod f), so f | (xpn −x) in Fp[x]. Since x
pn −x is separable in Fp[x], its factor f is separable.

Remark. For finite field Fpn ,

• it contains a unique subfield isomorphic to Fp;

• [Fpn : Fp] = n;

• it is a splitting field of xp
n − 1.

Remark. Although xp
n − x has degree pn, its splitting field over Fp has degree n, not pn since

xp
n − x is reducible.

Theorem 7.6. Any finite fields of the same size are isomorphic.

Proof. Follow from that any two splitting fields are isomorphic.

Theorem 7.7. For each d | n, Fpn has a subfield Fpd .



Chapter 8

Rings

Let R be a ring.

Definition 8.1. Let I, J ⩽ R. The sum of I and J is the ideal I + J = {x+ y, x ∈ I, y ∈ J}. If I
and J are right (respectively left) ideals, so is their sum.

Definition 8.2. Let R be a commutative ring with identity. I, J ⩽ R are relatively prime (coprime)
if I + J = R.

Lemma 8.3. Let R be a commutative ring with identity. If I, J ⩽ R and I + J = R, then
IJ = I ∩ J .

Proof. Clearly, IJ ⊆ I ∩ J . Suppose u ∈ I ∩ J . Since I + J = (1) = R, there exists i ∈ I and j ∈ J
such that i+ j = 1. Since R is commutative, u = u(i+ j) = ui+ uj = iu+ uj ∈ IJ .

Lemma 8.4. Let I, J ⩽ R be two distinct maximal ideals, then I, J are coprime, i.e., I + J = R.

Proof. Note I + J is also a maximal ideal. Since I ̸= J , I ⊊ I + J ⊆ R. Since I is maximal,
I + J = R.

Definition 8.5. If a, b ∈ R and I ⩽ R, we say a is congruent to b modulo I if a− b ∈ I.

Theorem 8.6 (Chinese Remainder Theorem). Let R be a ring with 1 and I1, . . . , In ⩽ R such that
Ii + Ij = R for any i ̸= j.

(a) Let a1, . . . , an ∈ R. Then there exists a ∈ R such that a ≡ ai (mod Ii) for i = 1, . . . , n.

(b) Let b ∈ R and a be given from (1). Then b ≡ ai (mod Ii) for i = 1, . . . , n if and only if
b ≡ a (mod

⋂n
i=1 Ii).

(c) We have R/ ∩n
i=1 Ii

∼=
∏n

i=1R/Ii
∼=
⊕n

i=1R/Ii.

Proof. (a) Since I1 + Ij = R for j = 2, . . . , n, there exists bj ∈ I1 and dj ∈ Ij such that bj + dj = 1
for j = 2, . . . , n. Then

1 = (b2+d2)(b3+d3) · · · (bn+dn) = (b2b3+b2d3+d2b3+d2d3) · · · (bn+dn) = (b+d2d3) · · · (bn+dn),
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where b := b2b3 + b2d3 + d2b3 ∈ I1. By induction, we have c1 := d2 · · · dn ∈ I2 · · · In = I2 ∩ · · · In
and c1 ≡ 1 (mod I1). Then c1 ∈ Ij , i.e., cj ≡ 0 (mod Ij) for j = 2, . . . , n. More generally, for
i = 1, . . . , n, we can find ci with ci ≡ 1 (mod Ii) and ci ≡ 0 (mod Ij) for any 1 ⩽ j ̸= i ⩽ n. Let
a = a1c1 + · · ·+ ancn. Then for i = 1, . . . , n, a− ai ≡ a− aici ≡ 0 (mod Ii).

(b) For all i = 1, . . . , n, b ≡ ai (mod Ii) if and only if b ≡ a (mod Ii) if and only if b− a (mod Ii),
which finally is equivalently to b− a ∈

⋂n
i=1 Ii.

(c) Define the ring homomorphism f : R 7!
∏n

i=1R/Ii given by a 7! (a + I1, . . . , a + In). Let
(a1 + I1, . . . , an + In) ∈

∏n
i=1R/Ii. Then by (1), there exists a ∈ R such that ai ≡ a (mod Ii) and

so f(a) = (a+ I1, . . . , a+ In) = (a1 + I1, . . . , an + In). Thus, it is onto. Moreover,

Ker(f) = {a ∈ R : f(a) = (I1, . . . , In)} = {a ∈ R : (a+ I1, . . . , a+ In) = (I1, . . . , In)}

= {a ∈ R : a ∈ Ii, i = 1, . . . , n} =

n⋂
i=1

Ii.

Remark. The Chinese remainder theorem says that a ring element can be specified by giving
its congruence class modulo each ideal in a collection of pairwise relatively prime ideals, and this
element is unique modulo the product (intersection) of the ideals.

Lemma 8.7. Let R be a commutative ring with identity, I, J ⩽ R and I + J = R, then for any
m,n ∈ N, Im + Jn = R.

Proof. Let m,n ∈ Z>0. Since I + J = R, there exist a ∈ I and b ∈ J such that a+ b = 1. Then

1 = 1m+n−1 = (a+ b)m+n−1 =

m+n−1∑
k=0

(
m+ n− 1

k

)
akbm+n−1−k

=

m−1∑
k=0

(
m+ n− 1

k

)
akbm+n−1−k +

m+n−1∑
k=m

(
m+ n− 1

k

)
akbm+n−1−k.

Since m + n − 1 − k ⩾ n for any 0 ⩽ k ⩽ m − 1 and k ⩾ m for any m ⩽ k ⩽ m + n − 1, we have
bn | bm+n−1−k for any 0 ⩽ k ⩽ m− 1 and am | bm+n−1−k for any m ⩽ k ⩽ m+ n− 1. So

m−1∑
k=0

(
m+ n− 1

k

)
akbm+n−1−k ∈ bn and

m+n−1∑
k=m

(
m+ n− 1

k

)
akbm+n−1−k ∈ am.

Hence

1 =

m−1∑
k=0

(
m+ n− 1

k

)
akbm+n−1−k +

m+n−1∑
k=m

(
m+ n− 1

k

)
akbm+n−1−k ∈ Im + Jn.

Since Im + Jn is an ideal, Im + Jn = 1.

Corollary 8.8. Let R be a commutative ring and p1, p2 ⩽ R be distinct primes, then for any
m,n ∈ N, pm1 + pn2 = R and pm1 pn2 = pm1 ∩ pn2 . Thus, R/p

m
1 pn2

∼= R/pm1 ⊕R/pn2 .

Corollary 8.9. Let n = pa1
1 · · · pekk be the distinct prime decomposition. Then f(x) ≡ 0 (mod n)

has a solution if and only if f(x) ≡ 0 (mod pai
i ) for i = 1, . . . , k has a solution.
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Proof. “⇒”. It is clear.
“⇐”. Assume f(xi) ≡ 0 (mod pai

i ). Since gcd(peii , p
ej
j ) = 1 for any 1 ⩽ i ̸= j ⩽ k, by

Chinese Remainder Theorem, there exists x ∈ Z such that x ≡ xi (mod n). Then f(x) ≡ f(xi) ≡
0 (mod n).

Definition 8.10. If R1, . . . , Rn are commutative rings with identity, the direct product of the Ri

is defined as the ring of n-tuples (a1, . . . , an), ai ∈ Ri, with componentwise addition and multipli-
cation. The zero element is (0, . . . , 0) and the identity is (1, . . . , 1).

Theorem 8.11. Let R be a Noetherian ring, then for any ideal a ⩽ A, a contains a product of
nonzero prime ideals.

Proof. Suppose not and since R is Noetherian, we can choose a a ⩽ R be such that a does not
contains a product of nonzero prime ideals and no bigger ideal that contains a properly. Then
a can not be prime and so there exists x, y ∈ R such that xy ∈ a but x, y ̸∈ a. Note that the
ideals a + (x) and a + (y) strictly contains a, but their product is contained in a. By assumption,
a+ (x) and a+ (y) contains a product of prime ideals and so a contains a product of prime ideals,
a contradiction.
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Chapter 9

Product

Remark. Let Xi’s be algebraic structures, for instance, groups, rings, modules and vector spaces.
Since direct products do not have the restriction that all but finitely many coordinates must be
zero,

⊕∞
i=1Xi ⊆

∏∞
i=1Xi.

Remark. (a) Cartesian product takes multiple sets and returns a set. No structure on the sets s
assumed. For example for sets A and B, their Cartesian product C = A×B = {(a, b) : a ∈ A,B ∈
B}.

(b) One often writes f : A×B ! C meaning that the argument of the function f is a tuple (a, b),
where a ∈ A and b ∈ B, and function values lie in C. This is a typical use case of the Cartesian
product.

(c) If sets A and B carry some algebraic structure (e.g. they are groups), then we can define a
suitable structure on the product set as well. For example, if (A, ·) and (B, ·) are groups, their direct
product (A×B, ·) forms a group with (a, b) · (a′, b′) = (a ·a′, b · b′). Direct product is closely related
to direct sum. If the number of operands is finite, they are just the same thing. For example, A⊕B
and A × B are the same things. The choice of the symbol is usually dicated by the kind of group
operation used (addition or multiplication).

(d) The motication for introducing tensor product comes from the study of multilinear maps. If
A has a basis {e1, . . . , em} and B has a basis {f1, . . . , fn}, then A ⊗ B has a basis {ei ⊗ fj : i =
1, . . . ,m, j = 1, . . . , n}. For example, Rm ⊗ Rn ∼= Rmn. That’s how one could build a basis in the
space of m× n matrices of rank 1.
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Chapter 10

Orders in Arithmetic

Remark. Euler’s theorem tell us that aφ(n) ≡ 1 (mod n) for allm ⩾ 2 and a ∈ Z with gcd(a, n) = 1.
Depending on the value of a, it’s possible for a smaller power than the φ(n)th power to be congruent
to 1 mod n. There are exactly φ(φ(n)) such a’s such that φ(n) is the order of a mod n.

Theorem 10.1. Let a1 modm and a2 modm have respective orders n1 and n2. If gcd(n1, n2) = 1,
then a1a2 modm has order n1n2.

Proof. Let n be the order of a1a2 (modm). Since Z/mZ is commutative, (a1a2)
n1n2 ≡ (an1

1 )n2(an2
2 )n1 ≡

1 (mod m). So n | n1n2. Since (a1a2)
n ≡ 1 (mod m), (an2

1 an2
2 )n ≡ 1 (mod m), i.e., ann2

1 ≡
1 (modm). So n1 | nn2. Since gcd(n1, n2) = 1, n1 | n. Similarly, n2 | n. Also, since gcd(n1, n2) = 1,
n1n2 | n. Thus, n = n1n2.

Theorem 10.2. Let a1 modm and a2 modm be two units with respective orders n1 and n2. For
some k1, k2, a

k1
1 a

k2
2 modm has order lcm(n1, n2).

Proof. Let n = lcm(n1, n2). Then gcd(n/n1, n/n2) = 1. Let n = n1
n2

gcd(n1,n2)
:= n1m2. Then

gcd(n1,m2) = 1. Also, since a1 modm has order n1 and a
gcd(n1,n2)
2 modm has order m2, by

previous theorem, a1a
gcd(n1,n2)
2 has order n1m2 = lcm(n1, n2).

Proposition 10.3. Let g be a primitive root modulo p. Then g
p−1
2 ≡ −1 (mod p). In particular,(

g
p

)
= −1.

Proof. By FLT, gp−1 ≡ 1 (mod p), so g
p−1
2 ≡ ±1 (mod p). Since the order of g mod p is p − 1,

g
p−1
2 = 1. Suppose g ≡ h2 (mod p) for some h ∈ Z. Then g

p−1
2 ≡ hp−1 ≡ 1 (mod p), a contradiction.

Or follow from Euler’s Criterion.

Remark. Let g be a primitive root modulo p. If p ≡ 1 (mod 4), then 4 | (p − 1), so (g
p−1
4 )2 =

g
p−1
2 ≡ −1 (mod p) and thus

(
−1
p

)
= 1.

Corollary 10.4.
∑

a∈(Z/pZ)×

(
a
p

)
= 0.
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Proof. Let g be a primitive root modulo p. Let a ∈ Z. Then a = gi for some i ∈ N. Then(
a
p

)
=
(

gi

p

)
. If i is odd,

(
gi

p

)
=
(

g
p

)
= 1; if i is even,

(
gi

p

)
= g2

p = 1. Thus,
∑

a∈(Z/pZ)×

(
a
p

)
=∑p−1

i=1

(
gi

p

)
= 0.

Theorem 10.5. If p ≡ 5 (mod 8), letting t be the order of 2 modulo p, then 22 || t.

Proof. Let p = 8k + 5 for some k ∈ Z and t be the order of 2 moduloe p. Then 2t ≡ 1 (mod p).
Since 2p−1 ≡ 1 (mod p), t | p − 1, i.e., t | 8k + 4. So t = 1, 2, 4 or t | 2k + 1, 2(2k + 1), 4(2k + 1).
If t = 1, 2, 2t = 2, 4 ̸≡ 1 (mod p) for any p ≡ 5 (mod 8). If t = 4, 2t = 16 ≡ 1 (mod 5).
Assume t | 2k + 1, 2(2k + 1), 4(2k + 1). Now to show 22 || t, it is equivalent to show t | 8k + 4
and then it suffices to show 22(2k+1) ̸≡ 1 (mod p). Since 2(2k + 1) = p−1

2 , by Euler’s Criterion,

22(2k+1) = 2
p−1
2 ≡

(
2
p

)
≡ −1 (mod p).
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